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General Editor's Preface 

For someone who is professionally engaged in conceptualising: and 
organising postexperience programmes in Applied Linguistics (and I 
don't mean by that just language teaching) the discipline of Translating 
has always posed problems. Very largely, I suspect, because ii has 
presented the twin (and both equally inaccessible to the outsider) 
qualities of the guild and the mystery. Guilds imply masters of 
their craft and apprentices in training, learning the ways, moving up 
the accreditation ladder, in turn becoming meister, measured by the 
excellence of their prncticc, evaluated by their products. In a way, a 
commitment to secrecy, exclusivity and to the preservation of hard-won 
rights. Mystery, because the processes did remain a secret, a property 
of the guild, where (if this isn't too farfetched in an utilitarian world), 
at least for some branches of the discipline, words were transmuted 
into gold by a process of lexical alchemy. 

The problems posed were partly of professional access, since 
although we arc all involved in translating all the time, if not hclwccn 
languages, !hen between dialects, registers and slylcs, nonclhclcss 
Translating was and is a profession, with its own codes of conduct 
and criteria of performance, not accessible to all. As a linguist, 
however, there were other difficulties, only partly alleviated by the 
rather few notable landmarks in the Translating literature devoted 
to these topics, namely, the lack, apparently, of much concern with 
theory and, more especially, with the need for a principled connection 
to be made between the process and product of translating and the 
intellectual traditions which might be expected to u11de1vin its work, in 
particular those oflinguistics and psychology. Among applied linguistic 
disciplines, Translation stands in sharp contrast here to la111wage 
teaching, for example, or, in particular, to speech pathology. 

In short, there was much said and written about Translation as a craft 
to be emulated, much less about Translation as an intellectual enquiry 
to be researched and explored (though, again, there arc honourable 
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exceptions well documented in this book). We should, however, be 
both careful and realistic. Translation is characteristically purposeful 
a.; a profession, it has targets and goals. It is done on behalf of 
spom.ors. It lacks (except in rare cases) the leisure of reflective 
consideration about the researchable questions of why like this, why 
here. Nonetheless, Translators as applied linguists do have certain 
ohlig·ations to the furthering of our understanding of lanb'11age and 
of our ability to explain the acts of communicating in which we are 
contrnually engaged, and that is a primary motivation for this new book 
in the Applied Linguistics and Language Study Series. 

Rog-er Bell addresses these questions in a systematic way, beginning 
in much the same way as I, though from the perspective of one 
professionally concerned with Translation. The book has a three 
part structure, a focus on model, a focus on meaning and a focus 
on 111mwry1

, each of which terms is itself, like much Tr.mslating, an 
exercise in the unpacking of metaphors. Model, for example, is not 
simply a theoretical construct, a set of principles for the understanding 
of natural phenomena, a representation implying an explanation, it is 
also a model in the sense of an objective, a yardstick against which 
translators and their translations can be evaluated and assessed. If 
you like, it is both a model for the process and a model for the 
comp::tcnce. Similarly, meaning is not a matter of denotation only, 
of sense, but a much wider concept more in tune with 1111ilersta11tli11g, 
incorporating the interpersonal and the pragmatic into the ideational 
and the textual. This extension is, of course, vital since only those 
whose view of translation has been ineluctably reduced to the present 
capacities of the machine will see meaning in translation as being 
'only a matter of reproducing the ideas and the facts' as one recent 
commentator on Translating described his objectives. Memory remains 
the ultimate test of metaphorical interpretation, even in these days of 
sophisticated experimentation in psychology and neurobiology. It is as 
well to recall here Rose's comment that 'studying the biochemistry and 
mwto11~y o/memory is like studying the chemistry and design of the recording 
head 1{ a tape raorder and a casselle of magnetic tape. To knmv hmv the 
tape rcwrder ivorks the thing must be studied. But no amount of i11.fomw1ion 
revealtd lry such a study ivil/ t:11able one to predict the message 011 the tape. • 
l~1r 1i111t, one has lo p/1~y the machine'. Memory is not just neural it 
is also context dependent. Much recall remains to be inferred from 
action and needs to be linked to task. 

In its attempt to characterise the process of translating, Roger Bell's 
book is ve1y much concerned with seeking to understand this 'pl1{yi11g 
of' tltt' 11111d1i11i:.' To do so, he argues, requires a double awareness, 

tJent:ru/ Ltlllur ~ 1 · rqtw.: )ull 

that of linguistic texture in terms of structure and of discourse, and 
of text processing in terms of construction and interpretation,1 linking 
linguistics with psychology in an attempt to understand what it is that 
translators do when they translate. Such an approach, of course, makes 
my problem at the outset of this Preface much more tractable. It 
provides a warrant for translators to engage in the analysis of the 
texts that they have to translate and the texts they themselves create. 
That they do, in the context of their professional work, is undeniable, 
what is significant is the need to have a model in terms of which 'to 
describe, justify and explain to others what they have done. Professor 
Bell's approach offers the techniques of linguistics to tran~ators in an 
essentially contrastive and comparative endeavour. It becomes easy to 
motivate its inclusion. There remain questions, naturally enough, about 
the choice oflinguistic model and selection of the unit of analysis upon 
which such explanatory translation would focus. Like the author, I am 
of the opinion that systemic linguistics offers such a convenient tool, 
not only in its focus on the clause'but also because of the importance it 
accords to the social and the psychological. Chapter Four, in particular, 
sets out in summary the descriptive apparatus of such a model and links 
it to the preceding Chapter Three with its focus on meaning as sense 
and Chapter Five With its focus on meaning as use. 

However, this. is all seen from the perspective of the linguist, and 
to his or her benefit, not necessarily from that of the translator. 
What is it that translation can characteristically bring to the linguist's 
work which should not continue to be ignored? On the one· hand, 
we may argue as linguists, an opportunity of seeking the universal 
through the particularity of languages, drawing on the comparisons 
and equivalences sought by the translator in professional work. An 
opportunity of searching for an elusive tertium comparationis against 
which to negotiate the original and the translated text. Much more 
than this, however, if only translation research would focus more on 
it, is the opportunity translation (or more exactly, translating) gives 
to the linguist in understanding how it is that we do construct texts 
and how we do go about making meanings. In short, it concentrates 
our attention on the process in a very tangible and goal-directed 
way. Not that this lack of research activity is especially or uniquely 
the responsibility of translators. It is equally significant when one 
examines, the annals of research into applied psychology how little 
that has dir~cted its attention to translation. Writing from Sydney, it 
all seems a fittle familiar - terra australis incognita - one might say. It is 
this lack of much attempt to explore the psycholinguistic which Roger 
Bell's book begins to repair. Negotiating the meaning of texts is not 
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just a sociolinguistic matter, it is a psycholinguistic one as well, and 
this is the focus of the third Section of this book. It reminds linguists 
of the need to take a language processing perspective on their analyses. 
Fortunately, with current work in artificial intelligence wid the use 
of computers for automatic parsing and analysis such a dimension is 
of keen interest. There is much room, nonetheless, for the smaller 
scale exj>erimentation on the factqrs affecting the text conversion and 
creation process which is translation. Translation and Translating 
provides just such an emphasis. 

Professor Christopher N Candlin 
General Editor 

,, 

.. 
Introduction 

This book derives from a feeling of considerable unease and 
puzzlement about the way translation has been treated, over a 
substantial period, by translation theorists on the one hand and 
linguists on the other. 

The translation theorists, almost without exception, 1 have made 
little systematic use of the techniques and insights of contemporary 
linguistics (the linguistics of the last twenty years or so) and the 
linguists, for their part, have been at best neutral and at worst actually 
hostile to the notion of a tl1eory of translation. 

This state of affairs seems particularly paradoxical when one 
recognizes the stated goal of translation: the transformation of a text 
originally in one language into an equivalent text in a different 
language retaining, as far as is possible, the content of the message and 
the formal features and functional roles of the original text (an 
informal definition which will be much modified as wc go along). It 
docs seem str:tnge that such a process should, apparently, lw of 1w 

interest to linguistics, since the explanation of the phenomenon woul<l 
present an enormous challenge to linguistic theories and pro\'idc an 

ldcal testing ground for them. 
Equally, it is dillicult to sec how translation theorists can 1110\T 

beyond the suhjectivc and normative evaluation of texts without 
drnwing heavily on linguistics. The need for access to and familiarity 
witl1 tl1e accumulated knowledge about the nature and function of 
language and tl1c methodology of linguistic enquiry must become more 
and more pressing and less and less deniable if translation theory is to 
shake off individualist anecdotalism and the tendency to issue arbitrary 
lists of 'rules' for the creation of 'correct' translations and set about 
providing systematic and objective descriptions of the process of 

translation. 
The essential argument of this book rests on the following­

assumptions: 

• t 
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(a) that the paradox we have been describing has arisen as a result 
of a fundamental misunderstanding, by both translation theor­
ists and linguists, of what is involved in translation; 

(b) that this misunderstanding has led, inevitably, to the failure to 
build a theory of translation whkh is at all satisfactory in a 
theoretical or an applied sense; 

(c) th•lt the co-occurrence of exciting advances in cognitive science, 
artilicial intelligence and text-linguistics with the emergence of 
a genuinely socially and semantically based functional theory of 
linguistics - Systemic linguistics - makes this an ideal moment 
to attempt to resolve the paradox and develop an adequate 
theory of translation. 

In 1960 Halliday wrote a paper on lin1,11listics and machine 
translation2 in which he made the remark: 

It mi1d11 he of interest to set up n linguistic model of the 
translation process, starting not from any preconceived notions 
from outside the field of language study, but on the basis of 
linguistic concepts such as are relevant to the description of 
languages as modes of activity in their own right. 

It is precisely this task which we have set ourselves; to model the 
procc~:s of tr•mslating, setting it particularly within a Systemic model of 
language. 

We have two motivations for wishing to do this; one intrinsic and the 
other utilitarian. From the point of view of linguistics, we believe the 
attempt to create such a model to be inherently interesting and 
valuable as a vehicle for testing theory and for investigating language 
use. From a practical point of view, we recognize that in a rapidly 
changing world in which knowledge is expanding at an unprecedented 
rate, information transfer is coming to depend more and more on 
cfficitnt and effective translation. 

The goal of this book is, then, (1) to outline the kinds of knowledge 
and skill which we believe must underlie the practical abilities of the 
translator and (2) to build this outline into a model of the translation 
process. In the longer term, we intend that this model will make its 
own contribution to the creation of an intellecn1ally satisfying and 
practically applicable theory of translation within a broadly defined 
applied linguistics. 

The organization of the book reflects an underlying belief; that the 
major need - from both the theoretical and the practical points of view 
- is for descriptions and explanations of the process of translating. 

l111roit1w 1u11 xvii 

Such a model will be located within the more general domain of 
human communication and will, necessarily, draw heavily on both 
psychology and linguistics. . 1 

This will entail developing familiarity with and competence in the 
use of psychological and psycholinguistic models of memory and 
information processing on the one hand and linguistic models of 
meaning (in the broadest sense), including meaning 'beyond the 
sentence' on the other. 1 , 

It is for this reason that the book is divided into three unequal par~s: 
model, meaning and memory {the terms · are inspired by Stevick's 
influential book on language lcarning3), The dominanco of Part 2 
(meaning) is intended to emphasize the centrality of meaning in . 
translation, whether approached from a theoretical position or with 
practical applications in mind. 

There is, however, a structural problem which faces the writer. Tile 
centrality of 'meaning' is not in doubt nor is the need to present a 
model of the process and to justify that model by providing insights 
from linguistics and psychology which underpin it. The problem is 
simply stated; which should come first, the presentation or the 
justification? 

There are two obyious solutions, if we accept that the model and the 
justification must come either side of 'meaning': (a) model + 
justification or (b) justification + model. . 

We have adopted the first approach; to present the model of the 
process early on, even though the underpinning from linguistics and 
psychology on which it depends has yet to be provided. This is, of 
course, less satisfactory in one sense but it does have the advantage of 
trying the patience of the reader less than the second does. The reader 
is still, however, faced by the difficulty of needing to move back and 
forth between the model and the justification but, given the linear 
nature of books and of the physical aspects of the process of reading, 
this seems inevitable and, in any case, this is a book about translation 
theory not a 'who-done-it'! . , 

It may be helpful, at this point, to list the major concerns of each 
chapter, recognizing as we do that many issues tend to recur and to 
cross chapter boundaries. 

Part 1 contains two chapters which focus on two rather different 
issues: (i) a general introductory discussion of the nature of translation 
and (ii) the. presentation of an outline model of translating. 

Chapter I asks the question; 'What is translation and how may we 
best describe and explain it?~In answer, we distinguish translation as 
process from translation as product and propose the building of a 

I 
'I 
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model of. the process of transl:iting, as a first step towards a 
multidisciplinary general theory of translation. 

Chapter 2 asks the question: 'What would a model of translating 
look like?' and, before providing a model, raises the related question; 
'What knowledge and skills must the translator possess in order to be 
able to translate?', i.e. how can we specify translator competence? 

Specifying translator competence requires that we consider both 
abstract knowledge systems (linguistic and real world knowledge) and 
the crucial practical skills of reading and writing. Once the ground has 
been cleared in this way, we are able to move on to ask the question 
which underlies the whole of the book: 'What do translators do when 
they translate?' To answer this, we present an initial and integrated 
model of the process of translating which raises the key issues which 
occupy our attention for the remainder of the book; the nature of 
'meaning' and the storage and processing of information in memory. 

The chapter is brought to a close with a section in which the model 
is used to show how a short translation (a French. poem) might be 
tackled. ' ; · 

Part 2 focuses on meaning: traditional word- and sentence­
meaning, semantic sense (logic and grammar) and communicative 
value (rhetoric) and sets each of these Within a Funttional (Systemic) 
model of language and links them with text and discourse. 

Chapter 3 introduces the problem of 'meaning' (limited, at this 
point, to· a rather conservative view of 'semantic sense') by asking 
'What does this word/sentence mean?' and provides a response which 
brings in concepts from traditional semantics. A number of crucial 
conceptual distinctions are introduced and discussed and some 
techniques proposed for the study of various aspects of meaning. 

The distinctions include, (i) sense and reference, (ii) denotation and 
connotation, (i~i) hyponomy, synonymy and antonymy, (iv) entailment, 
implicature and presupposition and (v) proposition, sentence and 
Utterance. Among th'.' techniques WC discuss are, (i) the USC of 
componential analysis for the specification of word-meaning, (ii) the 
creatim~ ~f semantic and leXical fields, and (iii) the measurement of 
connotative meaning using the technique of the semantic differential. 

Chapter 4 takes the notion of 'semantic sense' further by asking 
'how ifire logical relationships organized and mapped onto the syntactic 
systems of a language and· realized as text?'. Specifically, in this 
chapter, we investigate the nature of (i) cognitive meaning and its 
expressiori through the systems of TRANSITIVITY, (ii) irlteractional 
meaning and its expression through the MOOD systems and· (iii) 
discoursal meaning and its expression through the THEME systems. 

flltrod11ctio11 XIX 

In other words, 'semantic sense' is extended to include the idcational, 
interpersonal and textual macrofunctions of language and the logical, 
grammatical and rhetorical systems which realize them. 

Chapter 5 rounds off the investigation of 'meaning' by shiftin~ the 
focus away from the semantic sense of the clause and onto the 
~ommunicative value of the utterance (or text) asking: (1) 'I-low can 
text be distinguished from non-text?'; (2) 'How are sentences given a 
particular communicative value?' or 'How is it that a particular 
syntactic structure comes to count as a speech act of a certain kind?'; 
and (3) 'What relationship between the addresser (the speaker/writer) 
and the addressee (the hearer/reader) is signalled by the structure of 
this text?; what medium is used to realize it?; what function docs it 
have?' 

This leads first to an expansion of the outline model of discourse 
variation (introduced first in Chapter 1, Section 1.1) which involves 
indicators of dialect and markers of style {tenor, mode and domain) 
and, in the next chapter, to a discussion of text-types. 

Part 3 has 'memory' as its general topic and focuses on two 
fundamental aspects of information, memory and knowledge which arc 
crucial to any understanding of the translating process: (1) the specific 
issue of text-processing and (2) the more general but related issue of 
the storage and retrieval of information. 

Chapter 6 asks a number of questions which centre on the topic of 
text-processing: (I) 'How are text-types recognized?' this leads to tl1c 
presentation of a three-level tcxt-typol<Jbry; (2) 'What knowledge and 
skills do text-processors possess which allow them to negotiate 
mc:ming thro11r-d1 texts?'; and (J) 'I low do comm11nirn1ors activalt' lhe 
knowledge and skills they have to synthesize (write) and analyse (read) 
texts?' 

Chapter 7 is concerned with the psycholinguistic processes involved 
in memory and in information processing within the context of human 
communication asking the question: 'How is information received and 
how is it organized and stored in memory?' This involves us in a 
discussion of the relationship between sensation and perception, the 
processes of encoding and decoding, the nature of the memory 
systems and of the types of entry stored t11cre. 

The model which is proposed for these processes is of particular 
importance for our own goal; the building of a model of the process of 
translating. Gaining new information, integrating it into long-term 
memory and recalling it when required arc all essential parts of the 
translator's knowledge and skills and, therefore, elements in the model 
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bcmg dcvclopcJ in this book (and, indeed, in any model uf the 

process). 
We arc convinced that it is now a matter of extreme urgency for the 

attempt co be made to understand what translation is and how it 
happens, i.e. for work ro be pressed ahead on the building of an 
intellectu•tlly and practically satisfying theory. We further believe that 
there are good reasons (both practical and theoretical) for undertaking 
the task we have set ourselves. We can only hope that this book will 
make a small contribution to that understanding. 

l. Nida 1964, 1966, 1974; Catford 1965; and a number of Continental and 
Canadian scholars such as Wilss 1980, 1982, 1983; Lefevre 1975 stand 

out in contrast. 
2. l-falliJay and Mcintosh 1966. 137. 
J. Stevick 1976. The full title is Alemory, 111w11i11g a11d method. 
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This book 
is dedicated with gratitude to 

Vera Adamson 
who taught me how to do 

research in Linguistics 
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Part 1: MODEL 

This book is, as we pointed out in the introduction, divided into three 
almost equal parts; model, meaning and memory. The first sets 
translation in the context of applied linguistics - arguing that the study 
of translation is best served by the construction of models of the 
process of translating - and provides an outline model of that process. 

In Chapter I, we investigate the nature of translation and the 
characteristics of the translator, suggest some approaches to the 
description and explanation of translation as both process and product 
and make some general comments on scientific method and the use of 
models and analogies as heuristic devices in the evolution of a theory. 
Finally, in the first chapter, we present a number of criteria for an 
adequate tl1cory of translation; requirements which the rest of the 
book will be involved in c:x'Plicating and testing. 

Chapter 2 represents an initial attempt at building a simple modd of 
the translating process. We approach this task by providing a model 
which draws on insights which will be presented in a more substantial 
111111111er 111 the cl111pters which follow: 111eu11l11g, language us 11 sys1t·111 ol 
options for the expression of meaning, textuality and discourse, speech 
acts, parameters of stylistic variation in discourse, text-processing and 
human information processing. 

The integrated model we present combines t11c knowledge and skills 
of the trnnsl:ttor - the specification of these forming an introd1Ktio11 lo 

the process - in a multi.:stage, multi-directional system which is 
explained and, finally, shown in operation carrying out a short 
translation from French to English. 

As a whole, Part I can be seen as addressing two sets of issues hotll 
of which set tl1c scene for what is to follow in Part 2 and Part 3: tile 
placing of 'translation tllcory' within a broadly defined applied 
linguistics and the modelling of tile process which, we argue, must 
form the basis of an applied linguistic theory of translation. 
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1 Perspectives on µ-~nslation 

This book is concerned with translation and, in particular, with 
proposing a new orientation to the study of translation.· In. this first 
chapter, we intend to set the scene for what is to follow by asking three 
questions which, we believe, lie at the root of any attempt to 
understand the phenomenon of translation and, if such is our goal, 
improve our own work as translators or as trainers of others in the task. 

The three questions, which constitute the three sections of this 
chapter and recur in different guises throughout the book, are: 

(1) What is translation? 
(2) What is a translator? 
(3) What is t1'anslation theory? 

We shall soon discover that these questions are fraught with aMbiguity 
and the answers to them, not surprisingly, are far from satisfactory. 

Since documentary evidence of translation can be traced back for at 
least two millennia and present-day international communication 
depends heavily on it, it is surely paradoxical that a phenomenon as 
widespread in time and in space as translation is should be so 
ill-understood. Attempts at explaining it appear stuck at the pre­
scienti.fic stage of anecdote that the life sciences had reached in the late 
eighteenth century; the study of 'natural history'. 1 

The development of the 'study of translation, from that point, stands 
in the strongest contrast with that of the life sciences. In their case, 
careful - not to say, meticulous - description of what was observed led 
rapidly to the development of botany, biology, zoology; sciences 
dedicated to the creation (or discovery) of theories which made sense 
of the flora and fauna. The theory of evolution is, of course, the classic 
nineteenthicentury example. 

Translation theory, on the other hand, appears still not to have taken 
this second step and remains, as it were, in the hands of the 
'naturalists'. We therefore wish now (a) to assert that we believe that 
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4 Translation and Translating 

the time is ripe (perhaps overripe) for a theory of translation to emerge 
- a theory of translation which would explain what translation is, how it 
works and how it fits into human communication and human society -
and (b) to make clear our desire to contribute to the de\.t:lopment of 
such a theory. 

Why 'is it that, in spite of having been a hotly debated topic over such 
a long period of time, 2 translation still seems to be a mysterious 
phenomenon which defies understanding and still lacks a cqmprehen­
sive theory which can explain what it is and how it happens? 

'There are a good number of reasons for this but chief among them, 
we would suggest, is the fact that the word 'translation' is itself 
ambiguous and this, when Jinked with an emphasis on only one of the 
possible meanings of the term, can be seen as the major cause of the 
stagnation in which the study of translation has found itself for such a 
long period. . 

We shall argue; in this book, that ·the answers which have been 
suggested are so unsatisfactory essentially because they are answers to 
the wrong questions. We further argue that an adequate description 
and explanation of the phenomenon of translation requires us to 
address a quite different set of problems and ask quite different 
questions. • 

This chapter marks the beginnings of our attempt to address these 
problems and to start to 'make sense' of translation; to begin, that is, 
the creation (or discovery; it depends on your attitude to theory which 
you say; see Section 1.3.3) of a theory of translation. 

1.1 What is translation? 
The study of translation has been dominated, and to a degree still is, 
by the debate about its status as an art or a science, so we shaJJ begin 
with this issue. 

The linguist inevitably approaches translation from a 'scientific' 
point of view, seeking to create some kind of 'objective' description of 
the phenomenon and this will be the fundamental orientation of this 
book. It could, however, be argued that translation is an 'art' or a 'craft' 
and t)lerefore not amenable to objective, 'scientific' description and 
explanation and so, a fortiori, the search for a theory of translation is 
doomed from the start. 

It is easy to see how such a view could have held swaf in the last 
century, 'when scholars - for the most part, dilettante translators 
engaging in translation as a pastime . - were preoccupied with the 
translation' of literary texts and, in particular, Classical authorc;; Latin 
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and Greek. Not untypical is the description, by a contemporary, of the 
Scottish peer, Lord Woodhousclee (1747-1814) as: 

a delightful host, with whom it was a memorable experience to 
spend an evening discussing the Don Quixote of Motteux and of 
Smollett, or how to capture the aroma of Virgil in an Engfah 
medium, in the era before the Scottish prose I Iomer had 
changed the literary perspective north of the Tweed.1 

It is also understandable that the attitude should have continued into 
the present century, during which both translation and translation 
theory have been dominated, at least until very recently, by Bible 
translators (especially Nida 4). 

What is less comprehensible is that the view should still persist in 
the closing decade of the twentieth century, when the vast proportion 
of translations arc not literary texts but technical, medical, legal, 
administrative (the issue of text-types is taken up in Chapter 6, Section 
6.1) .and th~ .vast majority of translators arc professionals engaged in 
making a hvmg rather than whiling away the time in an agreeable 
manner by translating the odd ode or two on winter evenings. 

Nevertheless, the supposed dichotomy between 'art' and 'science' is 
still current enough to form the title of a book on translation theory 
published in 1988: The science of linguistics i11 the art of tra11slation, 5 

where (even though care is taken to distinguish 'pure' linguistics from 
applied linguistics) the main emphasis is still on literary translation 
since, we arc told: 'The quintessence of translation as art is, if 
anything, even more patent in literary tcxts.'6 

'Translation' has been variously defined and, not infrequently, in 
dictionaries of linguistics, omitted entircly7 and the following defini­
tions have. been selected (and edited) partly because they arc, in some 
sense, typical and partly because t11cy raise issues which we will be 
pursuing in detail later. 

1. Traduire c'est enoncer dans une autre langage (ou langue 
cible) cc qui a etc cnoncc dans unc autrc languc source, en 
COnscrvant lcs Cquivaknccs SClllantiqucs Ct St}'listiqucs. R 

Translation is the expression in another language (or target 
language) of what has been c:q>rcsscd in another, source 
language, preserving semantic and stylistic equivalences. I my 
translation] 

There are, in spite of the differences, common features shared 
by the two definitions we have given so far; the notion of movement of 
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some sort between languages, content of some kind and the obligation 
to find 'equivalents' which 'preserve' features of the orif,rinal. It is this 
notion of 'equivalence' which we arc about to take up. 

1.1. J Eq uivalcncc: semantic and stylistic 

Let us add to the definitions we have given so far a third which, in its 
extended form, takes us directly into the problem we must address; the 
nature of equivalence. 

Translation is the replacement of a representation of a text in 
one lanf,'11age by a representation of an equivalent text in a 
second lanb'liage.9 

The authors continue and make the problem of eq11ivale11ce 
very plain: 

Texts in different languages can be equivalent in different 
degrees (fully or partially equivalent), in respect of different 
levels of presentation (equivalent in respect of context, of 
semantics, of grammar, of lexis, etc.) and at different ranks 
(word-for-word, phrase-for-phrase, sentcncc-for-sentencc).10 

It is apparent, and has been for a very long time indeed, that the ideal 
of total equivalence is a chimera. Languages arc different from each 
othc.; they arc different in form having distinct codes and rules 
reg:ilating the construction of grammatical stretches of language and 
these forms have different meanings. 

To shift from one language to another is, by definition, to alter the 
forms. Further, the contrasting forms convey meanings which cannot 
but fail to coincide totally; there is no absolute synonymy between 
words in the same language, so why should anyone he surprised to 
disrnvcr a lack of synonymy between languages? 

Something is always 'lost' (or, might one suggest, 'gained'?) in the 
proc.;css and translators can find themselves being accused of 
reproducing only part of the original and so 'betraying' the author's 
intentions. I knee the traitorous nature ascribed to the translator by 
the nol<lrious Italian proverb; trad1111ore traditore. 

If equivalence is to be 'preserved' at a particular level at all costs, 
whirh level is it to he? What nre the alternatives? The answer, it turns 
out, hinges on the dual nature of language itself: Language is a formal 
structure - a code - which consists of elements which can combine to 
signal semantic 'sense' and, at the same time, a communication system 
which uses the forms of the code to refer to entities (in the world of the 
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senses and the world of the mind) and create signals which possess 
communicative 'value'. 

The translator has the option, then, of focusing on finding Jonna/ 
equivalents which 'preserve' the context-free semantic sense of the 
text at the expense of its context-sensitive commun~cative value or 
finding functional equivalents which 'preserve' the context-sensitive 
communicative value of the text at the expense of its context!free 
semantic sense. 

The choice (and it goes back to Classical times; Cicero 46 BC) is 
between translating word-for-word Oiteral translation) or meaning:-
for-meaning (free translation). 1 

· Pick the first and the translator is criticized for the 'ugliness' of a 
'faithful' translation ; pick the second and there is criticism of the 
'inaccuracy' of a 'beautiful' translation. Either way it seems, the 
translator cannot win, even though we recognize that the crucial 
variable is the purpose for which the translation is being made, not some 
inherent characteristic of the text itself. 

Perhaps there is less need today than there used to be in the 60s and 
70s to assert that variation is in no sense an inconvenient characteristic 
of language in use but its very nature without which it would be unable 
to function as a communicatio11 system. That said, we need to specify 
the choices which are available to the communicator and the functions 
such choices may b~ called upon to play. 

Faced by a text - written or spoken - in a language which we know, 
we arc able to work out not only (1) the semantic sense of each word 
and sentence (as we shall do in Chapter 3) but also (2) its 
communicative value, (3) its' place in time and space and (4) 
information about the participants involved in its production and 
reception. We might take, as a light-hearted model of the questions we 
can ask of a text, the first verse of a short poem by Kipling; 

I keep six honest servingm~n; 
(fhey taught me all I knew); 
Their names were What? and Why? and When? 

· And How? and Where? and Who?l J 

Each of these questions defines one (or more) parameters of variation: 
I ' 

What? is the message contained in the text; the content of the signal; the 
propositional 'content of the speech acts. 

Why? orients us towards the intention of the sender, the purpose for 
which the text was issued, the illocutionary forces of the speech acts 
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8 Translation and Translating 

which constitute the underlying structure of the text; the discourse. 
These run the whole gamut from infonning through persuading to 
flattering . .• and, as we shall see, it is rare for a text to possess a single 
func~on. Multiple functions are the riorm rather than the exception for 
adult language, so our task as receivers of texts, is to tease out the 
primary function from those which· are secondary; a fundamental 
difficulty which we shall address iri Chapter 6, Sectioh 6.1 in the 
attempt to devise a text-typology. 

When?.is concerned with the time of~he communication realized in the 
text and setting it in its historical context; contemporary or set in the 
recent or remote past or future .. 

How? is ambiguous, since H can refer to: 

(a) ~anner of delivery: the tenor of the discourse; serious or flippant 
:or ironic... 1 • . 1: d 

(b) medium of communication:. the .. mode of the discourse; the 
· channel(s) - . verbal/non-verbal, speech/writing - selected to 
. , carry the signal. . , i . 

Where? is ~oncemed with the place of the i:ommunication; the physical 
location of the speech event realized in the text. • 

Who? refers to the participants involved in the communication; the sender 
and receiver(s). Both spoken and written texts will reveal, to a greater 
or lesser extent, characteristics of the speaker or writer as an individual 
and also, by inference, the a~tude the sender adopts in relation to the 
receiver(s) and to the message being transmitted. 

We take it as axiomatic ,that language is a code which possesses 
features - phonological (and, in the case of written languages, 
graphological), syntactic, lexical and semantic - and that language use 
is made possible by making selections from among these sets of code 
features in order to create lats which act as adequate vehicles for the 
communi~ation of meaning. 

We would further expect to find, in any stretch of language, choices 
which function as indicators of the temporal, physical and social 
provenance of the user and these we would term dialea features. 
Equallly expected would be markers of the use to which the language 
was being put and these we would term register features. . 

For the translator, both dialect and .register features are important 
but, of the two, it is the parameters of register which are probably the 
more significant. We shall therefore concentrate on them. 

The task which faces the analyst attempting to describe register 
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variatio11 is easier to state than to resolve. What has to be discovered in 
the text are the markers of the relationship between sender and 
recciver(s) (addressee relationship), the channcl(s) selected for the 
transmission of the message (medium) and the function of the 
discourse (domain). 
~n essence, as we sec, the problem is to relate (a) sociological 

variables present in (i) the participants (their role relationships), (ii) the 
purposes they bring to the event (the 'symbolic or rhetorical 
channcl' 12) and (iii) the selling of the event (the 'ongoing sodal 
activity' 13 with (b) the linguistic features which combine to create the 
text which is realized in and as interaction (discourse). 

It is precisely in order to act as a link between the sociological and 
the linguistic that the notion of discourse is required (as shown in 
Figure 1.1 ). 

SocloloJlknl l>lscourse Llugul~tk 

variables categories forms 

Participants Tenor Syntax 

Purposes Mode .----::::: .... _ --
_,,,-<- ....... _ 

Sellin gs Domain 
/It"" - ... 

Lexis 

FIGURE 1. 1 Discourse parameters 

' The arrows between the discourse categories and the linguistic 
. forms 14 are intended to be suggestive of the extent to which discourse 
' categories draw on particular parts of the linguistic code; the solid 

arrow indicates 'more commonly', the dotted arrow 'less commonly'. 
We shall examine each of the three register categories - tenor, mode 

and domain of discourse - in detail later (in Chapter 5, Section 5.3) 
but have introduced them here in order to ensure that the issue of 
stylistic variation has been raised as early as possible and the 
terminology ·for discussing it is available for use when we begin 
building the model of the translation process in the next chapter (in 
Chapter 2, Section 2.2). 

It is, no doubt, the seeming chaos of variation faced in texts hy 
translators and the inevitable inability of a theory of translation to he 
strongly predictive which has Jed some to go so far as to deny the very 
possibility of creating a 'single valid comprehensive theory of 
translation' 15 and fall back on stressing the 'subjective', 'craft' nature 
of the activity. H, 
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Others, sharing the same sentiment, give way, on occasion, tr 
outbursts of despairing hyperbole; 

No simple theory or set of rules can ever suffice to providb 
meaningful answers to what has [been! described as 'probably 
the most comr lex type of event yet produced in the evolution of 
the cosmos'. 1 

: 
I 

The reliam:e on personal experience and the promulgation of 'general 
principles', on the basis of mere anecdotalism is still common and, i~ 
spite of the fact that most would probably now admit that 'it woul~ 
almost be true to say that there arc no universally accepted principlck 
of translation', 18 lists of approved techniques and rules for translation 
continue to appear. 19 It is to this issue of'rules' which we now move. 

1.1.2 Rules: description nn<l prescription 

Just two years after Gilbert White's Natural Ilistory of Se/borne laid the 
foundations of the biological sciences, a work appeared which set the 
ground-rules for the study of translation: Essay 011 the Principles of 
Tra11slatio11. 20 It is no exaggeration to say that the. programme followed 
by most translation theorists, in the English-speaking world at least 
(with a small number of exceptions; Nida and Catford in the 
mid-l 960s in particular), has been, and still is, dominated by the 
thinking put forward in an essay written two centuries ago in 1791. 

The first chapter of the essay has an extremely significant title: 
'Description of a good translation: general rules flowing from that 
description.'21 

1 

Translation theory finds itself today seriously out of step with the 
111ai11stren111 of intellectunl endenvour in the human sciences nnd in 
particular in the study of human communication; to our mutual 
impoverishment. The fundamental cause of this state of affairs is, we 
firmly believe, the normative approach - the setting up of a series of 
maxims consisting of do's and don'ts - which can be traced back to the 
orie11t11tio11 quoted nhovc. i 

Let us, therefore, reproduce the writer's definition of a 'good 
translation', some of the argument he adduces in support of it and the 
three 'general laws of translation' which he deduces from· the 
definition.22 

Tytler (i.e. Lord Woodhouselee) argues that, the 'Rules of the Art' 
would flow naturally from an accurate definition, or description, of a 
'good translation' but concedes that 'there is no subject of criticism 
where there has been so much difference of opinion', explaining this 

by reference to the substantial differences 'in genius and. character' 
between languages and the two extreme positions adopted in relation 
to ~nslation; 'to attend only to the sense and spirit of the original' or, 
additionally, to convey the 'style and manner of writing' of the original 
author. He continues: i ;•. 

According to the former idea of translation, it ·is• allowa1'1e ~o 
improve and embellish; according to the latter, it is necessary to 
preserve even blemishes and defects ... 

and then makes an appeal to a compromise position between them 
I 

saying: 

As these two op1ruons · form opposite extremes, it is not 
improbable that the point of perfection should be found between 

the two. 

This leads him to a considered definition: .. 
I would therefore describe a good translation to be, That in which 
the merit of the original work is so completely transfused into another 
language, as to be as distinaly apprehended, and as strongly felt, by a 
native of the country to which that language belongs, as it is by those 
who speak the language of the original work. 

23 
· 

From this, he tells us, three 'laws' follow: 

I. That the Translation should give a complete transcript of 
· the ideas of the original work. 

II. That the style and manner of writing should be of the same 
character with that of the original. 

III. That the Translation should have all the case of original 

composition. 

Tytler then notes that 'under each of these general laws of ~ansl~tion, 
are comprehended a variety of subordinate precepts' and the rest of 
the essay (over 200 pages) consists of an exposition of the 'laws' and 
' '. . : . . . 
precepts m acnon. . , , 

Let us consider the nature· of Tytler's rules. They are all, it will be 
recognized, normative prescriptions deriving directly from the subjective 
and evaluative description of the 'good translation'. The terms used -
'law' 'precept' - are indicative of this. They are like the rules of 
etiq~ette; ~-hat people are told they ought and ought not , to do in 
particular circumstances, by reference tQ essentially arbitrary norms of · 
behaviour. · · · · · ' ... ! , , 
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Grammatical examples of such rules are such classics as 'do not end 
a sentence with a preposition', 'do not split infinitives' and so forth. 

. The fact of the matter is that a preposition is often a useful form to 
complete ·a. clause or sentence with and even the most cautious of 
writers (and, even more frequently, speakers) find that they have to 
sometimes split an infinitive. · 

There .are, however, ~o very different kinds of rule which control 
behaviour (see a more extended disclission in Chapter 5, Section 5.2); 

. those which regulate an already existing activity (the kind of rule WC 

have been discussing) and those which define an activity which neither 
pre-exists the formulation of the rules nor can be thought to have any 
existence without them. 

The 'rules' and 'principles' promulgated for translation have, for 
centuries,· been of this first, normative, regulatory type. Translators 
have been told what to do (prescriptive rules) and what not to do 
(proscriptive rules) but, very rarely, why they are to conform to these 
dictates (we give a list in the next chapter; Section 2.3.2)., 

The 'rules' discussed in linguistics, on the other hand, seek to be of 
the second, descriptive, constitutive type. The rules of the code - what 
elements are available and how they may legitimately combine - are 
straightforward examples; rules which determine telationships and are 
all-or-none in application. A particular string of sounds or letters, for 
example, either does or does not constitute a word in a particular 
language: the in English does while, ieh, hte, eht and eth do not (though 
we might want to argue for the last being ari abbreviated form of 
'Ethel'). , 

The contrast between what people ordinarily assume 'grammar' to 
mean and this, descriptive, orientation of the linguist is clearly 
paralleled in translation theory; the frequent assumption that the 
purpose of a theory of translation is to devise and impose prescriptive 
rules as a means of both regulating the process and evaluating the 
~rod~ct., Our po~ition is (when playing the role of a descriptive 
linguist), ne~essarily, the converse; we are in search of descriptive rules 
which help us to understand the process, not normative rules which we 
use ~o ~onitor and judge the work of others. 

•• ,, o I 

1.1.3 Translation; process and product 

At the be~g of this chapter, we pfovided a definition of transfation 
which fdcussed on the requirement that the content and style of the 
original ·text (SL T) should be preserved as far as is possible in the 
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translated text (TL T) and we spent the first sub-section (1.1. l) 
considering the nature of 'equivalence' . 

An alternative definition, given below, makes a second crucial point 
by distinguishing 'process' from 'result': 

The process or result of converting information from one language 
or language variety into another ... The aim is to reproduce as 
accurately as possible all grammatical and lexical features of the 
'source language' original by finding equivalents in the 'target 
language'. At the same time all factual information contained in the 
original text. .. must be retained in the translation. 

24 

It is this distinction which we wish to take up now. In the definition we 
have just seen, the term 'translation' is given two meanings. We would 
suggest that there arc, in fact, three distinguishable meanin~s for the 
word. It can refer to: 

(1) tra11slati11g: the process (to translate; the activity rather than the 

tangible object); 
(2) a translation: the product of the process of translating (i.e. the 

translated t'cxt); 
(3) translation: the abstract concept which encompasses both the 

process of translating and the product of that process. 

Clearly, a theory of translation, to be comprehensive and useful, 
must attempt to describe and explain both the process and the product. 
Our present situation, however, is one in which translation theory has, 
for the most part, concentrated on the product to the exclusion of the 
process and has adopted a normative attitude to it by making 
h1fcrcnces hack lo it through the description and cvah1alion pf the 
product (sec the previous section on this). 

If we accept that we have a responsibility to attempt to dcscrihe and 
explain the process and that the process itself is, essentially, mental 
rather than physical, we arc committed to undertaking the investiga­
tion within the discipline of psychology and, more specifically, within 
the framework of psychological studies of perception, information 
processing and memory; cognitive science.

25 

Equally, given that the process crucially involves language, we shall 
need to draw on the resources oflinguistics and, more precisely, those 
branches oflinguistics which arc concerned with the psychological and 
social aspects of language use: psycholinguistics and sociolinguistics. 
The first of these examines the process in the mind of the translator, 
the second places the source language text (SLT) and target lanin1agc 
text (TL T) in their cultural contexts. 

'i' 

J 

' ~ 
I I ~ 

1' 

"I 



I. 

I 
I 

\ . jp; l th~: :· ·f'L ·· ..... un' in this sccuu .......... 1,_..-t; 
raised three key issues: 

(I) tl,11c· ~r?b~em o_f 'equivalence' between texts and the extent to 
'' m:h It is dcstrable or even possible to 'preserve' th . di r . e semantic 
an or sty isttc characteristics of the SL T . th 
translating it into the TL T· m c course of 

(2) the. notion of'rule'; the distlnction between the constinitive rul 
\~fo~h. (~clincs an ~c.rivity and the regulative rule which seeks t~ 
conslr,1111 ihe acuv1ty by reference to d ti d bch · I · h pre c nc norms of 

(3) th av10~r w uc arc.often assumed rather than explicitly stated; 
e nc~ to recognize and act upon the distinction between 

tra_nslat10n as (a) process (translating), as (b) product (translated 
t~xt) a~d. as (c) conct'fll (the overall notion which subsumes both 
I ic acttv11y and the entity). 

We arc about to move on to the translator but, before we do we 
should. perhaps make clear that, although we intend to d "b '. 
rather mformal way what the translator does (to b h . escn ~ t~ a 

~bout the_ process) our ~ej~ction of the notion oft~~\~;~· t~=~~~~~~~~ 
ts ~ot nutchcd by a similar rejection of the 'good translator' W 
~chev_c (as translator trainers surely must) that translato~ com . c 
is vanable from individual to individual d . . . . petence m . bl . an is, m prmc1ple at least 
. i,asura de a~a_mst agreed objective criteria (a point which is taken u~ 
m some etail m the next Chapter, Section 2.1). 

1.2 What is a translator? 
011c seemingly quirky nn. . I I . . . swe1 o L us questwn would be LO say that all 
commumcators arc translators All co . . I h I' . mmumcators, as receivers -
w i~t ~rll istcncrs or readers, monolinguals or bilinguals - face 
csscnlla y the same prob! . th . . . . ) . . em, ey receive signals (in speech and in 
wntmg contammg messages encoded in a co . . wl · ·I · · I _, · . . mmumcat10n system 

~·<- i. is no~, )~ ucluuuon, identical with their own. 
ti . ~~1s ~~altz~tton ,underlies particular views of reading which insist 

r~~on~::u~;gitsi~s~ ?fa text is, in fa~t, to dcconstruct it and then to 
aware of the ~amc prhlters on translation, too, have been particularly 

cnomcnon; 

Any m~dcl of communication is at the same time a model of 
translation, of a vertical or horizontal transfer of significance. 

· 11ities 

use '' ... ;ds anu ... <u :.1gn1ty exacuy ti;· .-, .. ,.i. ;;· .a send 
identical signals ot valuauon and inu:rcrn.:e. h~ .......... ,;o two 

·human beings. 27 
. • 

. • ' ·j I 

In what way, then, is the role 'of the translator {ilnd the iriterpreter) 
I 1 ,• • • .! &,)t 

different from that of the 'nonnal' communicator? The translator has 
• ' • ' • '. ~' • 1 I 1 , • 

been defined as a 'bilingual mediating agent ~etween · monolingual 
communication participants in'two different language coniiriunities',

28 

i.e. the translator decodes messages trans'~itted in one language and 
re-encodes them in another. 

It is this re-encoding process which marks the bilingual' translator 
off from the monolingual communicator. As receivers, both have the 
same involvement in decoding - the difference is one of degree rather 
than of kind - but their encoding behaviour is in strong contrast. · 

When taking a tum as a sender, the monolingual is obliged (a) to 
encode into the language used by the sender, (b) to encode messages 
which are different from those received and (c) to transmit them to the 
previous sender. The translator's acts contrast on all three scores. For 
the translator, the encoding (a) consists of re-encoding into a differe~t 
language, (b) concerns the same message as was received and (c) is 
aimed at a group of receivers who are not the same as the original 

sender. 
Even so, it is clear that translation is, as we have been arguing, a 

particular instance of a more general phenomenon (the exchange of 
infonnation by means of language) and, hence, as a preliminary to a 
discussion of multilingual infonnation exchange (of which translation 
is an example), we shall propose a model of the process of the 
exchange of information (see Figure 1.3). This initial and rather 
simplified model will serve two purposes: (a) to set the whole 
discussion of translation in the wider context of human communication 
and (b) to provide a basis on which to build general and more specific 
models of particular parts of the translation process later (beginning 
with simple general models in Figures 1.4 and 1.5, moving to a more 
sophisticated model in Chapter 2 and expanding aspects of the model 
in Chapters 3-7 inclusive). 

1.2.l Memory, meaning and language 
• ,,fl I . 

The translator, like any other communicator, lives in the world of the 
senses through which percep~ons are integi-ated as concepts, experi-
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16 Translation and Transla'ting 

entes can be 'recalled'' and i:ven. 'relived' through the systems of 
memory. .• ·i·, .. •, . ;1, • 

• As ?f,e .sha1J see !° Chapter 7 (whe~ we consider men\ory systems), it 
1s essenti:11 to cUsanguish between sensation - rece\~ing stimuli from 
the ~uts!~e ,world t?rough • the • senses - and perception; the 
orga~~~~ .of ~ese impressions tnto an endlessly varied but stable 
and ~~~JS~~nt world with _a~eed ~mensions of space and time. 
Ce~~~: t.o the process~~. of, se1:15a~on, and perception are the three 

te.~-.• ~ggregate, whole and ~ysteni, related in the manner shown in 
Figure 1:2. · · 

,( 
' 

'~:'TI 
• 1, 1. ' 

; 1 , ! ~~is!ing ~f sen~ry .. , . , : 

"~,,~r, ... ; .: .. 
I Wholes i-I ------

FIGURE 1.2 Sense and perception 

whose cohesive 
character is 

~7p,Tized 

~ 
This figure can be read in the following way: the chaotic aggregates 

which are fed into the mind through the senses have 'boundaries' put 
~round them by the processes of perception and are thus converted 
mto ?ifonnation-bearing 'who!es'. What converts the formless aggre­
gate mto the structured whole JS the perception of 'system' or 'pattern'. 
Note, too, that aggregates and wholes are substantial 'things' in the 'real 
world'; .irl contrast with system which is abstract and exists (if at all) in 
the mind. 

But there is more to it than this. Just like any other hidividual the 
translator 'understands' new experiences in terms of ones which have 
gop~ before and deals with them aS though they were recurrences of 
the s~e eve?t. Memory, clearly, contains more than 'records' of past 
expenences; 1t also has plans for action on the basis of what we know 
and what we have done. It is also clear that much of our experience of 
the ~xternal world of the senses and of the inner world of the mind is 
mediated by language; the concepts stored in our memories refer to 

1· 
i;! 
ri 
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. entities via the conventions of language and do so variably depending 

on the language used. 
Whnt do communic;itors know ;ibout language? The answer 10 this 

would constitute the whole oflinguistic scholarship to <late but, sutlic.:e 
it to say: knowledge of the options available for (1) converting 
afnorphous 'ideas' into concepts which arc organized into propositions 
(semantic knowlc<lgc), (2) mapping propositions, which arc universal 
and not tied to any language, onto the clause-creating systems of a 
particular language (syntactic knowledge) and (J) realizing dausl·s as 
utterances and texts in actual communicative situations (rhetorical 

knowledge). 
We shall be considering each of these throughout the rest of this 

book and would pause here to make what is, perhaps, an obvious p11in1. 
While all this applies to human beings in a general sense, it applies to 
translators in a very particular sense; for the translator there arc, at the 
very least, two languages an<l two cultures involved rather than one. 

In nddition, it is nlmosl ccrtninly the c:1sc that translators arc 111m'l' 

consciously aware of language and the resources it contains than 
monolingual communicators are. Both possess procedural knowledge 
about language (they know how to operate the system) but to possess 
factual knowledge (knowing tlrnt the system has such and such 
characteristics) is an altogether different story, as students of 
liuguistics quickly discover during their initial attempts to explain just 
what it is that they arc doing when they speak or write. We shall take 
up the distinction between procedural and factual knowledge later (in 
Chapter 7, Section 7 .2) but mention it here because it makes clear the 
magnitude of the task which faces us; we arc embarking on the attempt 
to turn the procedural knowledge which translators possess into factual 
knowledge which can be probed, shared, discussed. 

The question that we would wish to ask, then, is 'I low docs the 
translator move from one langu;igc to the other in the course of 
translation?' and the answer we shall give will be in the form of a very 
simple model of the process. 

1.2.2 The communication process 

The translator, as we have been saying, is by definition a communica­
tor who is involved in written communication. We might, therefore, 
begin by providing a rough, general model of the process of written 
communication before moving on to the specific and particularly 
problematic process in which translators are involved. 

The model, presented in Figure 1.3 derives ultimately from work in 

.~ I 
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· c · I 29 I m1ormatton t 1eory, and contains nine steps wh· h k fi ! . ' 1c ta e us rom 
encod~ng the message through its transmission and reception to. the! 
de~odmg of the message by the receiver. It provides us with a startingl 
~OJ?t. for the expla~ation of the process of communication, albeit; 
limned to the monolmgual and, by implication, to dyadic interaction- '1 

one sender and one receiver. ' . 

Co<le 

1 
SIGfmcssagcJNAL SGWER _c_h_a•_ur_cl_.... Channel 

RECEIVER 

r 
Con1cn1 

FIGURE 1 ·3 Monofini,•uaf communication 

. Even with these limitations, however, it contains within it the 
elcme~ts and pr~cesses ~vhich need to be explained and raises a Jar e 
nur_nhcr of questwns wl11ch require an answer if we arc to succeed ~t 
al! J~ our at~empt ~o make sense of the phenomenon of translation. We 
cou d dcscnbe this process in terms of nine steps: 

(l) the sender selects message and code 
(2) encodes message 
(3) selects channel 
(4) tran~mits signal containing message 
(5) receiver receives signal containing message 
(6) recognizes code 
(7) decodes signal 
(8) retrieves message and 
(9) comprehends message. 

We o~g~1t. not, however, to assume that this is a simple, unidirectional 
a~d hnca1 process nor that each step must be completed before the 
next can be started. Processing is by its very nature both cyclic (the 
sen,der sends mor~ messages or the receiver takes over the sender's • 
rok) an~ co~perat1ve (the sender may well begin again at step I wh"I 
the receiver 1s no further advanced than step 5 or 6). 

1 
e 

. A second model (Figure 1.4) is now needed to provide a clear 
rnnt~as~ between the processes of monolinbrt1al communication and 
transl~uon. It c_;m be read as a continuation of the model above by 
equatmg step 5 111 the monolingual process presented above with step I 

, '·'-'J' 

in the bilingual process given below, i.e. 'receiver receives signal 
containing message' is equated. with 'translator receives 'signal 1 
containing message'. This model is, it must be admitted, rather crude 
and vague at this stage but none the less serves to focus our attention 
on the points of similarity ·and difference between translation and 

'normal' communication. ! • 
1 

• ' 

" , .. : ' ·i· 'I I· ;, , 
cooe 1 ')' ' 

'' '. ~,: 'l. Channel Channel 
SENDER SiO(messageJNAL I TRAfiSLATOR 

l 
Content I 

Code2 

:·,1 
RECEIVER Channel 

SIG[message]NAL 2 Channel 

t 
Contenl2 

FIGURE 1.4 Transfating 

(1) translator receives signal 1 containing message 

(2) recognizes-code 1 
(3) decodes signal 1 
(4) retrieves message 
(5) comprehends message ,. ~ · . · · 
(6) translator selects code 2 · :. 

' r !I 

!. 

(7) encodes message by means of code 2 
(8) selects channel 
(9) transmits signal 2 containing message. 1 i 

We might comment here.· There' are several crucial points of 
difference between monolingual communication and bilingual com­
munication involving translation (we are sticking to written com­
munication in both cases): there· are two codes, two signals (or 
utterances or texts) and, given what we have been saying about the 
impossibilitY\of 100 per cent equivalence, two sets of c~ntent (i.e. more 
than one message). ... · · ' · · ' · ·' · · 

It follows, then, that in our modelling of tran~lating, we shall need 

\ 
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two kinds,. of explanation: (1). aif!J'&holinguisti& explanation which 
focuses mainly on steps} and 3 in rJgUre 1.3 - decoding and encoding 
- and;' (2) a,.:more lat-linguistic ,of tsocioiinguisti& explanation which 
focuses',inore on the participants, on the nature of th(\piessage and on 
the ways in which the resources of the code are drawn upon by users to 
create meaiting-carrying signals and the fact that a sociocultural 
approach is required to sei the process in context. 

In the course of this book, w"e shalladopt any of these orientations as 
appropriate but will begin (in the next chapter) with a model of the 
translating process which assumes a movement from the physiological 

' f < • 

to the psycholOgical activities ihvolved in reading and comprehending 
the source text to the psychological and physiological activities involved 
in writing the target text. This en~ils a complex series of physical 
processes concerned with sensation and the reception of stimuli 
provided · by the senses together with psychological processes of 
perception and memory; problems associated with reception, decoding 
and comprehension which will be approached in detail only in later 
chapters (particularly in Chapters 6 and 7). . 

I . ~· ! ' ' ,1 ' r ··~ 

f 
1.2.3 The translation process 

There arc probably as many definitions of 'translation' as there arc of 
'sentence' (and probably no more revealing). One which is not totally 
unattractive (and which we have already used) is: 'the replacement of a 
representation of a text in one language by a representation of an 
equivalent text in a second language.'30 

The question which immediately arises is: 'How does this happen?' 
A partial answer, which serves to draw together the discussion in this 
section, is provided by Figure 1.5: a much simplified outline ofa more 
comprehensive model of the translation process which · will be 
prcsentid in Chapter 2 (in Section 2.2). 

The model shows, in extremely simplified form, the transformation 
of a .so,~~~<;· language. teXt .~~o a ,f:lrget ,language text .PY means of 
proces~~; 1r,hi~~· t~e place:,wi~, ~~~ory: (1) the;analysis ~f one 
l~age"'.'~c1fic text. (~e ,.source.)~guage text, the. SL T) . mto a 
i::Uv~rstl .. (,10~-;J~gu • ... ~::sJ?Ccific) ·;e~?c r~presc;n~ti~n .and (2) the 
synthesis of.that S£·:;i.1r1tic reprc~entation mto a second language­
:, .. cific [~,.. .. lthe tiii ~cl Jangiiage text; the TL T). · · · · 
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FIGURE 1 .5 Translation process 

1.2.4 Summary 
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Targcl 
Language 
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In this section we have moved from discussing the abstract notion 
'translation' and the problems entailed in its description and cJq1l.ana­
tion to the locus of the activity: the translator. We have, very bnclly, 
outlined the knowledge the translator has to have in order to tra!1sl~tc, 
set the process of translation in the cont~xt of human .con~mun'.t::'.1."111. 
and, finally, provided the simplest possible model of .the prm;css _ol 
translation. All of these issues will reappear later and wtll be dealt wt th 
in a much less summary fashion. . . 

W cd next to decide how we are going to tackle the dcscnpt1on 
and :;~nation of translation. This will require us to decide on (I) th.c 
kind of theory which will be most revealing for .our purposes_ (~nd tlus 
will involve distinguishing models from theoncs and spec1fy111.g tl~e 
characteristics which tl1eories in general and a theory of transl~twn '.n 
particular should possess) and, (2) the type ofmcthodolo~ wluch will 
be most appropriate. 

1.3 What is translation theory? 
T!H'. study of translation seems to be permeated hy .misun.der~tanding 
on both sides, linguists tending to misconstrue '.''c ob1cc11ves and 

th d f t anslation theory and translation theonsts to demonstrate 
meosor . fr .. d' 
a far from adequate grasp of the princ1pl~s o . 11mgu~st:I~s. an . tts 
methods of investigntion. One recent quotatmn w1 ma c t lls point: 

I' 

I ,, 
) 

I• 
r. 

'i 

i 

i;' 
!. 

1 • 

I !i' 

" 
'i.: 

i 
r, 

I I 

! 



!•'rom. the point of view of the translator . . i 
mvest1gation, both statistical d d" . , any sc1ent:1fic. 

. an iagrammatJc (some r . ) 
and translat10n theorists make a feti h f d. mgu1stsi 
models), of what goes on in the ~ra~n Ja~a~s, schemas andi 
during the process of tr I . . (mmd. nerves? cells?)' 
speculative. 31 ans atmg is remote and at present i 

We have been arguin, d . d . 
achieved through a st~d J~t a vanccs in translation theory can only be 
this suggestion fi• h y bf the pro~ess of translation and would take 

urt er Y declanng th t h · 
description of that proces d a w at Is required is a 

• s an an explan ti f · W · 
in other words to ans,ver ti . a on ° it. care seeking, 

• • Jc questions (·) • I I 
translators transhte'' and (b) , I . 

1 
· •1 w lilt inppens when 

' • ' W IY IS t IC p · · · !' answer these questions tw t d roccss as It is .. In order to 
F'.. . ' 0 s cps nee to be taken. 

list of all given the cm I · I · I h 
cvaluatiun of, the I . p 1as1s w Hc I as been placed on the 

prot uct, It seems essential th t h b I 
re~ressed through the systematic stud a t ~ a ance be 
which creates the product and it is oni ~the process. I~ Is the process 
that we can hope (if we sec I . y y understandmg the process 

oursc vcs m such a role) to hcl I 
or others to improve their skills as P ourse ves 
shift of attention has indeed I d ~anslators. The need for such a 
endorse the scntimc~t e:A.'J)re~sae~~a y een argued for and we strongly 

part of a theory of t 1 · 
of movin from o : : . rans atJon would account for the process 
differs fr~m tl1e orn1~~alltext t~2 mental representation and how it 

gma text. 

Secondly, we must - followin h 
McGuircJj - ad t d . . g t e proposal made by Bassnett-

op a cscnptivc rather than · · 
to our investigation of the roces . ~ prescnpave approach 
translation theory is: p s, recogmzmg that the purpose of 

~~ ~~:~~,:~o~n~~~tanding o~ the processes und~rtaken in the act 
. , not, as is so commonly misunderstood 

provide a set of norms for effecting the perfect translation.34 to 

In short, instead of making sub"ectiv d . . 
extent to h" ·I . J e an arbitrary Judgements on the 

w 1c l one translation is 'b • h 
that 'goodness' resides in the faithfulctt:~ t an anothc~ and insisti1!g 
commandments, our orientation h a ercncc to an imposed set of 
specification of the ste s an as to be towards the objective 
as the source text i·n thpc . ~ stal gl cs through which the translator works 

ongma anguage · t fi d . 
text; a focus on the process which ere t ~s rans ol~c mto the target 
the translation itself. a cs IC trans at1on rather than on 

~ 
\ 
1 

We must not, however, make exaggerated claims for our theories 
and models. As de Beaugrande warns: ' 

· it is inappropriate to expect that a theoretical model of 
111i 

translation should solve all the problems a translator encounters. 
Instead, it should fonnulate a set of strategies for approaching 
problems and for coordinating the different aspects entailed.35 

, "I ; t 
It is clear from comments like these that there is a growing acceptance 
that translation studies must (1) be re-oriented towards description, 
whether of process or product, and away from prescription and, 
increasingly, that (2) the most revealing way of dealinlJ with the 
product is within the conventions of text-linguistics (see the conclusion 
of this chapter and Section 1.3.2 for a parallel statement in relation to 
translation theory). 

The terms 'theory' and 'model' have just been used. We need to be 
clear what these mean and how they fit into the investigative process in 
which we are engaged. 

1.3.1 Theories, models and analogies 

We have already-argued that (1) it is essential to distinguish between 
sensation - receiving stimuli from the outside world through the 
senses - and perception, the organization of these impressions into a 
systematic world with finite dimensions of time and space and that (2) 
the processes of sensation and perception are best explained "by 
demonstrating the relationship between the three terms aggregate, 
whole and system shown in Figure 1.2. 

We can draw on this and convert the representation we have given of 
sensation and perception into a model of scientific enquiry by 
replacing some of the terms (though not changing the process itselt) 
with others which are more commonly used in science. 

In other words, the chaotic aggregates of normal sensation are the 
phenomena studied by the scientist. They are fed into . the mind 
through the senses, have 'boundaries' put around them by the 
processes of perception and are thus converted into infonnation­
bearing data. The explanation of the system is the theory of the 
scientist which, when passed on to others, is realized as a model. 

Just as before, we should note the substantial,- 'real world' quality of 
the phenomena, the data and the· model on the one hand and the 
contrasting abstraction of the theory which we 'discover' (if we believe 
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FIGURE 1.6 Perception and enquiry 

' . 
that ide~ p~e-exist their discoveey) or 'create' (if we believe they do 
not) on the other. · · , . . " 1 1 . 

Befo~e contiriuing, however, iwo notes of caution should perhaps be 
struck, firstly about the extent of our knowledge of the way human 
communic~tion works and, secondly, about the status of'thcories' and 
'models': 1 

. . 

It is true that a certain amount is known about the mechanisms of 
human communication - but only a little - and all. we can hope to do at 
the moment; is report what is mown and model it in a way which 
?1ake~ th~t knowledge acc~ssible and.available for further thought and 
mvesttgation:• ·We shall· inake considerable use of models and 
analogie& hoping, thereby, to provide clues to the way in which we 
imagine that the system may work. But, as Wtlss warns us: 
. ' , i , ' i I'; ( . ' I ' ~ 

, 1 f"l~·th~r • psychOM~llCS ,DOC. Oeurology Can as yet provide 
, reli1'~lc infi;>rmation, ~n how linguistic data are stored in the 
, ~; h~,.how ~ lin~stic. ~tcJlln~. J?rocedures take place and what 
. ·pie:~~ s~~es are ~~ti"ie ~.!17~.alling linguistic information.
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Giveri that,. we must be clear about what theories and models are ~nd 
how they relate to each other: .. r:· · ·'•: 1 · . 

A theory: iS an explanation of a phenomenon, the perceptio~ of 

·" 

i 

' I ,. 
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system and order in something observed. It exists (if at all; 
philosophical debate has raged for two millennia over the cxistem:c of 
abstract entities) in the mind. It has no tangible manifestation. It is an 
idea (which might well be unique to the individual who 'has' it) which 
constitutes the internal representation of a phenomenon, e.g. my own 
idea of the layout of the actual London Underground system. 

A model is, in contrast, an external rather than an internal 
representation of the explanation; a realization of the theory. It l'xists 
as a tangible object (a diagram, a formula, a text) which 'stands for' the 
idea embodied in the theory. The London Underground system, for 
example, is represented by two very different kinds of map: (I) the 
schematic plan in which stations are shown as equidistant, lines arc not 
curved, etc., and (2) a map in which the lines arc drawn in relation to 
the roads under which they run or which they cross. 

A model must, therefore, possess a number of characteristics if it is 

to be useful. 

1. It must foithfully rrtm•u111 the theory thnt it 'stnnds for'. i.t'. 

indicate what the phenomenon 'really' is rather than what it appears 

to be. 

2. It must do this by revealing significant characteristics of the 
phenomenon explained by the theory. Clearly, given that a model 
'stands for' something far more complex than itself, no model can 
present us with the full complexity of the original but no model is 
required to do that. The essential constraint on a model is not that it 
should be a 'copy' of the original phenomenon but that it should 
focus attention on those parts of the phenomenon which arc 
considered to be most essential by the theory. 

3. It must have a heuristic function; making it easier to grasp the 
explanation (i.e. the theory) and doing that in a way which makes 
further study easier and leads to deeper understanding. This is 
achieved by means of analogy. A model proposes that we view a 
phenomenon as if it were other than it appears. For this reason, a 
model may be extremely fanciful (for example, the one we use in 
Chapter 7 to explain information-processing involves a number of 
'demons' in charge of the several stages) but the essential constraint 
on a model is not that it should be 'real' (in the sense of being a copy 
of the phenomenon) but that it should be revealing of known facts 
about the original; there is no need to claim that the model docs any 
more than specifY the components involved and the relationships they 

have with each other. 
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The models we shall be proposing will be analogies with these kinds of 
ch;~racteristics. They a~k us to imagine the phenomena we arc studying 
as if they were somethmg else, in order to help us to understand them 
mor? fully. ~

7 

We do th~s with the translation process itself (Chapter 2), 
rdatmg log1cal propositions to syntactic structures and realizations of 
both in uneran~es and .texts (Chapters 4 and 5), text-processing 
(Chapter 6) and mformauon-processing and memory (Chapter 7). 

What, then, of the theory we are searching for? What characteristics 
should we expect it to have and what criteria should there be for 
eval~ating alternative theories? It is this issue, the specification of the 
rl·q111rc111cn1s for a theory of trnnslntion, to which we now turn. 

1..1.2 Requirements for a theory of translation 

A mode.I, like all models, is an attempt at a desmptio11 rather than an 
e.rpla11at1011. An explanation is a theory. A theory may be defined as 'a 
statement of a general principle, based upon reasoned argument and 
supported by evidence, that is intended to explain a particular fact 
evi::nt, or phenomenon',

38 
i.e. while a model answers the questio~ 

'what?', the theory answers the question 'why?'. 

G!ven the a~biguity of the word 'translation', we can envisage three 
possible theones depending o!1 the focus of the investigation; the 
process or the product. These would be: 

I. A theory of translation as process (i.e. a theo1y of translating). This 
would require a study of information processing and within that 
such t?pics as (a) perception, (b) memory and (c) the ~ncoding and 
decodmg of messages, and would draw heavily on psychology and 
on psycholinguistics. 

2. ;\ t~1eory of trans~ation as product (i.e. a theory of translated texts). 
1111~ .would rcqmrc a study of texts not merely by means of the 

trad1110nal levels of linguistic analysis (syntax and semantics) but 
also ~aking use of s~listics and recent advances in text-linguistics 
;ind discourse analyst~. 

3. t theo'?' of translation.as both ?rocess and product (i.e. a theory of. 
•ranslanng and translauon). This would require the integrated study 
~fboth and such a general theory is, presumably, the long-term goal 
for translation studies . 

. For the mom~nt at ~east, we are after a theory of translating and, 
given that there 1s considerable agreement on the characteristics which 

... , 

a theory should possess, we can state what our ideal ~eory ~hould look 
like, " ,: ' ' I . ,:., '' '' . 

Essentially, a theory is judged on the extent to which it is exte~al~y 
and internally adequate. It must correspond ~th ~e d~~ (wh1c~ is 
external to itself) and also conform ~o pafti~~,a~ .. (~t~r_n,~I~ design 
features. . · . '. , 

Ideally, a theory must reflect four particular charactenstics: 

(I) empiricism; 
· (2) detmninism; 
(3) parsimony; 
(4) generality; 

t ' '. ' • • ~ : .' ,' ! • I 

it must be testable 
it must be ~bl~ i~ predict 
it must be simple , , , ; .. , 
it must be comprehensive .. . '' '. 

I' 

Clearly, a theory of translation would be requir~~ ~~' co11~0?'1, as 
far as possible, to these crit~p~. apd the, greater ~e co~~O~o/ the 
more powerful the theory. However, fu,e relatfonsh1p ~etw~~~ fxternal 
and internal adequacy resQl~es, itself into ~e, long-r;unrung issue of 
idealization and abstraction. The more idealized the data, the more 
abstract and the further from the 'fuzziness' of the 're~l world' does 
the theory become.39 . . • 

It may be that, once again, we ~re il~w askipg too m~c~ oftran~la.tion 
theory - at least for the mow.cot - in contrast with th~ r~th~r .m~mmal 
(or, even, impos~ible) dem~nds whic~ have been made on tt m the 
past. , · . . , 

From the applied linguistic point of view, translation theory ca.n be 
criticized for having limited its activities to the level of techmque 
(the language teaching equivalent of classroom activities) or,· at best, 
to that of method (in language t~aching terms, the equiv~~ept of glo~al 
collections of techniques; audio-visual .method, direct ~ethod, etc.), 
when what is needed is a prindpled approach from which the rest 
would tlow . ..o 

Equally, in descriptive rather. than applied te~~· it might perhaps 
be more feasible to think of developing an approach rather than a 
theory, i.e. an orientation to the{ problem of describing and e"J?la~ning 
the translation process which derives from an amalgam of ms1ghts 
from psychology and lingt.iistics · into, the nature of ~~ · activity of 
translating. If we adopt this plan of action, we can draw upon 
considerable expertise in applied linguistics, from which th~ approach, 
method technique series comes, and produce a tentative initial list of 
what w~ might expect from a theory of translation: ' : ' 1'' ' • J 

(1) statements of the conventions which constrain ~e: activity of 
translation rather than definitions of rules which determine it; 

•· 
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(2) models which off er probabilistic post f aao explanations of what 
has been done, rather than deterministic a priori models which 

, claini to predict what will be done; 1 

. (3j '~hd~i~. ~( i:h~ dyriainic5 of the process itself ra'ther than static 
~ · F • ·~· r · ·., --1 1 

• • • · • , • • • , 4 ~ 1 · . , • 

. . descriptions of the stnicture of the product; 
~ ' • l ' • 

(4) indications of the relati~nships which exist between translation 
'··J, on:ione side and broader notions such as communicative 

·!.competence, discoursaf'cbliererice and appropriateness in the 
· · use of the code, rather than th~ riiol:e narrowly defined concerns 
: of 'core' linguistics, i.e. liiigilistic competence, textual cohesion 

and grammaticalit}r m' the 'ilsage Of the code on the other. 

We are;'fo sdriutladze, in s~~rbh of 'ari ihtegrated, interdisciplinary, 
rnulfuiieili~a,. and'' multilevel 'approach'. to the explanation of the 
phenomenort. of transiabOO 4 

F aiia WC irould locate the approach within 
a I broa<Uy''aefined 'applled 1 llnguiStics' which woutd embrace, in 
addition' to 'tii~I tdc~irig I an~f leam1ni'. of foreign ianguages~ lexicology 
and leXlcogr~phy' speech pathology'. stylistics, language planning. '4Z 

We firmly believe that such an approach will facilitate the creation of 
a m'ore retevant'and up-fo-date theory of translation which will take its 
rlghtf uP .Pta~e: as1 \a I key . area ' ill "the I human . sciences (particularly 
lingulstlcs •_; broadly defined - and psychology) and are encouraged by 
a striking as~ertion from a major figure in translation theory: 

t I. , .' •I · ~ o ' ' • . ; , • • ' 

, In short: inside or between languages, human communication equals 
· translation. A study of translation is a study of language. '4J 

Ho~/ tliougii, are' ~e 'to set ab~ut creating such an approach? This 
question' brfug$ us to the fihill part of this section: ineth.Odology. 

'. I ·1 '.·11 ' I 

1.3.J Methodology; investigating translation 
J • 

!. l 
1 '! I. , 1 f ' I, 1 1· j' • , 

Aµ . initilll , and seemingly significant objection to the notion of 
' • ~ • ' I• 1 • '' • t I 

de~~tjbmg ~d .~~laining ,th~ phen~ptenon of translation might well 
b~ th~~ 1 ~e . ;w~ole of the proc~s~ (~th. the obvious exception of the 
physicaj ,~pee~. o~ reading and ~~g) takes place iri the m~d of the 
tra1&5lator and, given that we have, therefore, no direct access to it, we 
shall,· b.C.:: forced back into preciSely the unsatisfact. ory kind of 

! ,.~ , . j I I ! · ( 1 •I , · 

description of the product. which we have been saying that we wish to 
avoid. · · · · · · 

· ·We would.counter this by pointing out that it is perfectly legitimate 
to build up a niodet on the basis of inferences drawn from an objective 
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· study of the product. Indeed, such an approach would constitute no 
more than a special instance of the classic engineering problem of 1hc 
'black box' which contains a mechanism which converts input into 
output but is otherwise totally inaccessible. How is it possible, in such 
a case, to specify the nature of the mechanism? The solution is to 'work 
(iack' from the output of the mechanism (the product) and make a set 
of statements about the necessary characteristics of the system itself 
(the process), i.e. to make use of the logical process of induction. 

This analogy, however, docs not fit the process of translation 
exactly, since we do have a degree of access to it through the substantial 
insights we have into the workings of our own minds. This being the 
case, it should be possible by introspection (i.e by adopting a 
deductive approach to the problem), to build a model of what we 
ourselves arc doing when we translate. 

Ultimately - as the development of psychology has shown - a 
multiple npproach, involving both induction nnd deduction in n cyclic 
investigation, is more likely to be revealing than the strict adherence to 
either induclion or deduction nlonc (sec Figure I. 7). 

We might illustrate this by taking up another issue which has 
exercised translation theorists over a very long period indeed; the 
problem of the size of the unit of translation. The question 'What is the 
unit of translation?' resolves itself all too readily into a search for the 
answer to the question 'What ought the unit of translation to be?' The 
notion 'unit of translation' - sometimes written 'UT' - has been 
defined in these terms: 

The smallest segment of an SL [source language) text which can 
be translal.cd, as a whole, in isolation from other segments. It 
normally ranges from the word through the collocation to the 
clause. It could be described as 'as small as is possible and as 
large as is necessary' (this is my view), though some translators 
would say that it is a misleading concept, since the only UT is the 
whole tcxt.44 

It is difficult to imagine a better example of an issue which cries out for 
empirical investigation. If we ask what the unit is that the translator 
actually processes in the course of translating, we discover that there is 
good psychological and linguistic evidence to suggest that the unit 
tends to be the clause (sec Chapter 6, Section 6.3.3 for discussion on 
text-processing). There is also experimental evidence

45 
which sup­

ports the notion of co-occurrence between cognitive 'chunk' bound­
aries and syntactic boundaries within the clause; boundaries between 
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PllENOMENA -----+ 

Observe 
'Yslemalirnlly 

Theory 

Fl<i!lllE 1.7 The cycle of enquiry 

Perceive and 
a11emp1 lo 
understand 

by 
induc1ion 

build 
I lypolhesis 

Operationalize 
the hypothesis 

Operationalize 

1hc prcrc•ion 

Predic1ion 

major structural units (Subject, Predicator, Complement, etc.) and the 
forms which realize them (phrases for the most part). For example, 

1he United Nations Secretary General reported substantial progress 
in the peace negotiations in Geneva today 

wm.Jd be likely to be segmented during reading into five or six units: • 

[the United Nations Secretary General] 
[reported) 
[substantial progress in the peace negotiations] 
lin Geneva) 
[today] 

J>cnpalw<'l 011 1r11wiu1w11 

or 

[the United Nations Secretary General] 
[reported] 
[substantial progress] 
[in the peace negotiations] 
[in Geneva] ·' ' 
[today] 

and not 

[the United] 
[Nations Secretary] 
[Gcnc,ral reported substantial]· 
[progress in the] 1 

• 
1 

' 

[peace negotiations in] 
[Geneva today] 

nor even 

[the United] 
[Nations] 
[Secretary] 
[General re] 
[ported sub I 
[stantial] 
[progress in the] 
[peac~ negoti] 
[ ations in Ge) 
[neva to] 
[day] 

.. 
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as it would be in speech w~th the rhythmic boundari~s (of the feet) 
cutting through lexical and ~tactic units. .. .. , ; 

We intend to approach translation issues in this way throughout the 
book, i.e. by providing text which illustrates the problem and working 
from that towards descriptive rules rather than prescribing or 
proscribing, a priori, what should be done. 

1.3.4 Summary , 

In this fin~'section, we ha~e been addressing ~e issue' ~f 'theory' in 
relation to translation by distinguiShing models frosµ theories, 
specifying what a theory of lfanslation ought to contain and giving 
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some indicatlon of the methodology w~ shall employ in out search for a 
theory. :•. · · · (· 

1.4 Conclusion 

In this chapter we have cleared the ground for what is to follow. The 
three-way ambiguity of the term 'translation' has been used to 
distinguish process from product and from the co.:icept which 
combines them both. 

We have considered, briefly, the nature of translation, placed 
translation in the wider context of human communication and outlined 
a programme for the creation of a theory of translation, concentrating 
(initially at least) on the process and probing, at least implicitly, i:he 
question 'What do translators actually do?' . 

The answer to this question, central though it is to our own 
interests, seems enormously elusive. As a contemporary literary 
translator puts it; 

If someone asks me how I translate, I am hard put to find an 
answer. I can describe the physical process: I make a very rapid 
first draft, put it aside for a while, then go over it at a painfully 
slow pace, pencil - and eraser - in hand. But that is all outside. 
Inside the job is infinitely complex ... 46 

Our position is simply stated: we intend to take on the task of 
describing this 'infinitely complex' internal process and are convinced 
that this can only be achieved through the reintegration of the study of 
translation within the human sciences - particularly psychology and 
linguistics - as a highly significant branch of applied linguistics. · 

What is involved is spelled out (by de Beaugrande) in .relation to 
text-linguistics and applies, of necessity, to translation and we would 
go along With a pr9gramme o('work based on t\le following 
assumpi\OHs 'and approaches: ' ' ·,:Ir ; . 

. , : . I: I ~ I : . ' • . •• : • ' l ' ' : I . ' 

·•Probabilistic models 'are more 1 adequate and realistic than 
detmninistic ones. Dynamic accounts of struaure-building opera­

' tions Will be more productive than static descriptions of the 
' structures themselves. We should work to discover regularities, 

strategies, motivations, pref ermces and defaults rather than rules and 
la111S. Dominances can offer more realistic classifications than can 
stria &alegories. Acceptability and· appropriateness are more crucial 

': · standards for· texts-. than 1 grammaticality· and · well-formedness. 
Human 'reasoning processes are' more essential to using and 
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conveying knowledge in texts than are logical proofi. It is the task 
of science to systematize the fuzziness of its objects of inquiry. not 

• • • 41 to ignore 1t or argue 1t away. 

In the next chapter, we shall begin the study of the process and offer 
an outline model which will be expanded, in the course of the book, to 

• include the physiological mechanisms of sensation and the psycholo­
gical mechanisms of perception an<l a model of the activities of the 
mind as it organizes, comprehends and stores information in memory. 

As we do this we realize that we shall be forced to abandon 

the traditional contention oflinguists that language is an isolated 
faculty ... [and] define language processes as specializations of 
more general process types. Syntax would then be a special case 
of linear intelligence ... semantics a special case of the acquisition 
and utilization of knowledge and pragmatics a special case of the 
construction and implementation of plans and goals. 411 

and set out into virtually uncharted territory. 
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2 Translating; mod~lli~g.the'·pr~cess 
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In this chapter, we presen~ a model bf the' translation prclcess which 
will be continually refined and eXJ>lained throughout the book. The 
chapter is divided into three sections. "· · " I · ', • ' 

The first section is dedicated to a consideration of the knowle'dge and 
skills required by the translator; an attempt at the specification of 
translator competence. If it is, in any .sense. true, tha~ 'any old fool 
can learn a language ... but it takes an intelligent person to become a 
translator', 1 it seems important to investigate what this 'intelligence' 
might consist of. 

The second section shifts the focus to the process itself arid presents 
an integrated model of translating which draws on the linguistic and 
psychological knowledge we have touched upon in Chapter 1 and shall 
develop in subsequent chapters, in particular, the general principles of 
text-frocessing (the focus of Chapter 6). A number of models already 
exist and the one presented here inevitably owes a substantial debt to 
them. · · 

The final section is Q brief cssBy in applying the model· to the 
translation of a text, not in order to hold up a particular methodology 
as the ideal nor to suggest that our own translation is, in any sense, 
'better' than any other but merely to show, in a very small-scale and 
practical way, that the theorizing may actually have some value as a 
means of focusing attention on the stages and issues involved. This is 
not to deny the need for . 'quality control' in translation (whether 
operated by readers of translated texts or as part of the monitoring of 
the process itself by- the translator) but to put the issue aside at this 
stage, particularly since so much has already been written on the 
topic.3 

f\ 

2.1 The translator: ~Qwledge ~d skills .. 
The question we wish to ask now; is: 'What is it that translators need to 
know and be able to do in order to translate?' We are seeking, in other 

\ 
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words; a '5p~cification of '~lator competence'. . 
We .may begin by D14king the. perhaps obvious point that the 

transiator processes texts and, given that we have just spent some time 
outlinhig the knowledge and skills required in (implicitly, monolingual) 
text-processing, we already have a good deal of the answer to our 
question. The translator must, as a communicator; possess the 
knowledge and skills that are common to all communicators (this much 
by defiriition) but, and thiS iS the issue iri this section, in two languages 
(at least); Wha~ we need to ask, d<>es the translator's knowledge-base 

. contain? One answer has been suggested in the following terms: 

~; .. ; the professional . (tech.peal) . translator has access to five 
. ; 4istiilct kin~ 1o(knowledge; bµ-get language (fL) knowledge; 
, . text-type kDowiedge; solirc~, (anguage (SL) knowledge; subject 

. ;u.ea Creai-wotld') knowlecig~; and contrastive knowledge. 4 
,., . ,1,,1 ! . ' . ,. ' 

Add to thiS' the decOcling skills of reading and encoding skills of writing 
(whicll will be d1scussed in the Chapter 6, Sectioh 6.3) and we have a 
plausible initial listing of (at least soine of} the areas which need to be 
included in any kpecificatiori of the translator's competence. It will be 
noted that this is, not surprisingly, very similar. to that suggested in 
handbooks for translators and commonly accepted by the trainers of 
translators in desi~g their pr~grammes and selecting and as~essin.g 
their participants. But before we move on to attempt. to specify this 
competence, we need io inodify the list and delimit th~ scope of our 
discussion. ' ' ; :i · 

· To !begiri with, we would argue that the knowledge-base applies 
equally to all translators, professional or amateur, technical or 
non-technical, simply because translation is translation whoever docs 
it (this is,· of course, 'by no 'means to deny the lik~lihood of the 
professional doing afar better job) ~d because 'real world' knowledge 
is not the special preserve of the 'technical' translator but the 
possession of all COD101UmCators .. · I . 

' Further; we 'would question the extent to which the five kinds of 
knowledge are, in ariy useful sense; 1 ~distinct'. On the contrary, we see 
substantial. overlaps, particularly··l>Ctween TL, SL and text-type 
~owledge · (a point which will · ,.C.;emerge d"1ring the discussion of 
text-processing in Chapter 6). What links these, and is therefore of 
prime importance in any objective consideration of translation, is the 
all-embracing linguistic know~edge . on which all else depends; 
precisely the topic which will occiiJ>Y us throughout this book. 

It se~~.~disputable that {as w~ suggested in Chapter 1, Section 
1.2.1) the. iranslator must know (a) how propositions are structured 

1. 

I 
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(semantic knowledge), (b) how clauses can be synthesized to carry 
propositional content and analysed to retrieve the content embedded 
in them (syntactic knowledge), and (c) how the clause can be realized 
as information-bearing text and the text decomposed into the clause 
(pragmatic knowledge). 

Lack of knowledge or control in any of the three cases would mean 
" that the translator could not translate. Without (a) and CT>), even literal 

meaning would elude the translator. Without (c), meaning would be 
limited to the literal (semantic sense) carried by utterances which, 
though they might possess formal cohesion (being tangible realizations 
of clauses), would lack functional coherence and communicative value. 

That, however, is only part of the specification we need. While we 
would re-affirm our desire not to subscribe to the notion of the 'good 
translation', which has dominated translation theory for two centuries, 
we would not allow our rejection of that position to lead us also to 
preclude the study of the 'good translator' as one element of 'an 
integrated, interdisciplinary, multimethod and multilevel approach''' to 
the description of the process. 

The notion of the 'good translator' is inherent in any discussion of 
translation. Translator-trainers must believe in some implicit set of 
characteristics which typifies such an individual - their syllabuses and 
selection and assessment procedures require this to be the case - and 
an explicit statement of this assumed knowledge and skill would, if 
defined in operational terms ('What docs the translator need to know 
and do in order to translate?'), constitute one particular and very 
valuable kind of specification of translator competence. 

We have, so far, made some headway in outlining, in a relatively 
informal way, some of the kinds of knowledge we would cxpccl lhc 
translator to possess and would probably accept some statement like 
the following as an initial definition of the task which faces us: 

Given the goal of linguistics to match the native speaker's 
competence, an applied linguistic theory of translation should 
aim at matching the bilingual native speaker's translation 
competence. 7 

This would necessarily involve seeking an integration between the 
linguistic knowledge of the two languages with specific and general 
knowledge of the domain and of the world via comparative and 
contrastive linguistic knowledge. Some attempts have been Fdc to 
provide such contrastive information, for Fren~h and English, and for 
a number of language pairs but we are still a long way from a 
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comprehensive database and still have to resolve substantial theoretical 
problems before we reach such a point. 9 

We also need, before we proceed, to state the level of abstraction at 
which we are operating. Are we seeking to locate translator 
competence in (I) some 'ideal translator' or 'ideal bilingual' or (2) the ,t 

actual human translator? Are we, in different terms, to work within a 
'linguistique de la langue' or a 'linguistique de la parole?'. 10 

We shall consider both of these alternatives (and a third, more 
so..:iolini,'11istic, approach), hint at the implications each has for a 
definition of translation theory and for methodology, but discussing 
the second, the 'eiq>ert system' in rather greater detail, since we 
consider it to be both intellectually challenging and practically useful. 

2.1.1 Ideal bilingual competence 

One approach would be to focus on the competence of the 'ideal 
translator' or 'ideal bilingual' who would be 

an abstraction from actual bilinguals engaged in imperfectly 
performing tasks of translation ... but (unlike them) operating 
under none of the performance limitations that underlie the 
imperfections of actual translation. 11 

In this we would be following exactly Chomsky's view of the goals of 
linguistic theory and his proposals for the specification of the 
competenc.:e of the 'ideal speaker-hearer' 12 and would, therefore, be 
led to a definition of translation theory such as: 

translation theory is primarily concerned with an ideal bilingual 
reader-writer, who knows both languages perfectly and is 
unaffected by such theoretically irrelevant conditions as memory 
limitations, distractions, shifts of attention or interest, and errors 
(random or characteristic) in applying this knowledge in actual 
performance. 

In methodological terms, such a view of the goals of translation 
theory would lead us to adopt a ded!lctive rather than an inductive 
approach to the discovery of translator competence: introspection, by 
the translator, into his or her own mind in search of the knowledge· 
(1111<1, pcrhnps, the process) hy menns of which the product is created. 

One interesting technique for tapping such knowledge might be to 
h.wc translators keep diaries of their experiences and to interview them 
about these. Such a method of investigation is already widely used in 

cognitive science13 and iI•~ casingly in applied linguistics, particularly 
the study of reading14 and ought to provide a particularly revealing·way 
of tapping the contents of the 'black box' (see Chapter .I, Section 
1.3.3).. ': . 

This would be to operate just as transfonnational generative 
grammarians do, as they perceive fonnal linguistic relationships ii). the 
mind, with all that such an approach implies. · · ·, · : · ' 

2.1.2 Expertise 
I 

An alternative to the 'ideal translator' model would be to adopt a less 
abstract approach and describe translation competence in tenns of 
generalizations based on inferences drawn from the obser-Yation of 
translator perfonnance. · · 

A study of this type suggests an inductive approach: finding'features 
in the data of the product which suggest the" existence of particular 
elements and systematic relations iii the· process'.' . 

Shorn of any kind of normative orientation, this kind of approach 
would not only re-establish the traditional inductive ·procedure of 
'explaining' features of the translated text in tenns of processes carried 
out by the translator in producbtg it but would also have the effect of 
operationalizing' th"e · otherwis'e merely anecdotal discussion of the 
'craft' of translating.15 . 

We might now, given the renewed interest in computer-assisted 
translation, begin !O make the attempt to 

... study ... the craft of the human translator as an expert 
system~ [Since] translators are experts [we ought to begin] 
studying the process of translation from this point of view.16 

The expert system is a specialized software package which is 'intended 
to allow users to benefit from the knowledge of an expert human 
consultant. This knowledge is typically built into the system as a 
collection of rules, held as data, which may be updated with use'.17 

Expert systems are used to give advice to users, to communicate 
knowledge contained in the da~base to them and to organize that 
knowledge in novel ways. Already a number of domains, including 
aspects of agriculture, banking, engineering, law and medicine·possess 
such systcms18 so we might confidently expect applications to 
translation bef6re too long. We shall outline just what systems of this 
kind contain and then hint at the general shape of one for translation. 

An expert system contains, in essence, two basic components19: 
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I~ A JUi~iedge· b*8e 'which contains the combined· knowledge and 
'!! elpe;iise? of the domairi (or;·:inore likely; the sµb-domain). In 
· • ·~ for example, this would hidude Usu of illnes5es together 
· Wid. dleir associated symptoms. \ 1 

' I ." ', ''' ·· t ~ · ; • ' : · '. . 

2. An inference mechanism (also known as an 'inference engine'); 
·softWare which can use ihe knowledge base to reason or make 
inferences about the informarlon contained there. In medicine this 
mechanism would compare s}rmptoms reported to it with those 
listed in the database and match symptoms with likely illnesses. 

In addition, an expert system woilld need (a) a user interface which 
wouid allow a dialogue fo be hetd between the system and the user, (b) 
a mo'nii~r which would keep 'track of this dialogue (recording the 

I f ' • ; l ! ' I 1 ' ' ' I • ' 1 I ~ • · I I ' 

sequence of questioris and answeti, for example) and (c) a knowledge 
acquisition system .which allows the knowledge base to be up-dated. 
Even ~o;' .the fundanientat ·'elements remain (1) the database of 
knowledge and (2) the means of ~cce5sing it.' ' 

Clearly, the next task for anyone who accepts the notion of translator 
competence as an expert s}rstcm' would be to set about attempting to 
modei it.' ' . 
• We would ~nvisage a translator expert system containing the kinds 
of kD~wtedge and skills we discussed in the previous chapter, i.e. 
riiiniinaily the following: 

(1) a knowledge base consisting of: 
(a} source language knowledge; the syntactic rule systems of the 

code, its lexicon and semantics and its text-creating systems 

1 
(b} target language knowled,gt-, . equivalent to that in the source 

. language . 
(c} text-type knowledge 

. ' (d} domain knowledge 
: (e) contrastive knowledge of each of the above; 

(2}' an inference mechanism :which permits: 
·' (a} the decoding of texts, i.e: rea~ing and comprehending sot1rce 
• t ! 1' • • language texts 

'1 ''· (b) the en&0ding of texts i.e. writing target language texts, e.g. a 
~ ' ·( ,.,. writer's assistant system which helps with the writing.20 

... ,/·.•. . ·. . : . '.;,.. ' 

.We are painfully aware of the vagueness of this specification and have 
only~·.~~uded it. to show the.· direction .in which the (partial) 
mechaniZation of the process of translating will need to go and because 
we are enthusiastic about the notion of the expert system for both 
practical and theoretical reasons. 

i 
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From the applied perspective, the expert system provides a means of 
harnessing the enormous potential of information technology not only 
as an aid to more efficient translating but also for the investigation of 
the translation process and the re-assessment of the assumptions 
underlying translator training. 
• From a more theoretical standpoint, the expert system and the more 

general area of artificial intelligence have profound intellectual 
implications for the testing out of linguistic theories, particularly those 
which claim psychological validity.21 

2.1.3 Communicative competence 

A final alternative (only hinted at earlier) would be to deny the 
competence-performance dichotomy which we have been implicitly 
accepting and redefine our objective as the specification of a 
multicomponent 'communicative competence' which would consist, 
minimally, of 

four areas of knowledge and skills; grammatical competence, 
sociolinguistic competence, discourse competence and strategic 
competence. 22 

These four components cover essentially the same areas of knowledge 
suggested earlier, though with some shifts of emphasis: 

1. Grammatical competence: knowledge of tl1e rules of the code, 
including vocabulary and word-formation, pronunciation/spelling 
and sentence structure i.e. the knowledge and skills required to 
understand and ciqJrcss the literal meaning of utterances. 

2. Sociolinguistic competence: knowledge of and ability to produce 
and understand utterances appropriately in context, i.e. as con­
strained by topic, the status of the participants, purposes of the 
interaction, etc. 

3. Discourse competence: the ability to combine form and meaning 
to achieve unified spoken or written texts in different genres. This 
unity depends on cohesion in form (the way in which utterances arc 
linked structurally to facilitate interpretation of text) and coherence 
in meaning (the relationships among the different meanings in a 
text; literal meanings, communicative functions or social meaning). 

4. Strategic competence: the mastery of communication strategics 
which may be used to improve communication or to compensate for 
breakdowns (caused by limiting factors in actual communication or 
to insufficient competence in one or more of the other components 
of communicative competence). 
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. i 
. This ~pp.roach would lead us (adapting Hymes' definition ofl 
~omi:iu~11cat1ve competence as we did Chomsky's definition of/1 

l~ngu1st1c competence) to attempt to specify 'translator communicative 
competence': 

the knowledge and ability possessed by tJ1e 1 I h" h I . . rans ator w 1c . 
pe~m1ts lmn/hcr to create communicative acts _ discourse _ ' 
wh1.ch are not only (and not necessarily) grammatical but 
socially appropriate. 23 · • • 

A commitment to thi · .· · I·' k . s pos111on wou u ma c us assert that tl1c transl· to 
1~1ust possess lmg~istic competence in botl1 Janguages and commun~ca~ 
t1vc competence m both cultures, consisting of: 

(I) knowledge of the rules of the code which govern usage and 
~nowle?ge of and ability to utilize the conventions which 
constram use. 

(2) knowledge ?f the options available for the expression of all three 
m::crofuncu?ns of l~nguage24 and knowledge of and ability to 
use 2~~e opttons available for making clauses count as speech 
acts m. conformity with the community ground-rules for the 
~ro<lu.cuon and interpretation of a range of communicative acts 
(1.e. discourse) 

in order to 

create, comprehend and use context-free TEX'I'S h f · · . . as t e means 
o partic1pat1on m context-sensitive (situated) DISCOURSE. 

2.1.4 Summary 

fo the ~rst c~apter of this book, we made a number of assum tions . 
.ibout uanslat1011 theory, one of which was that its traditionatgoals 
:ere no longer a~propriate and that the time was ripe for a new 
s.atcm~nt ~nd a shift of paradigm. 

We md1cated there that the ground-rules for translation theory 
appear to have been laid down almost exactly two hund ed . 
and can b I d . r years ago .· 

c cncapsu ate m the title of the first chapter of what must . 
surely !1ave been the earliest attempt to formulate a theory of 
~ra~~~~~·o~ (we make no apology for repeating the quotation): 
1 k~~111~1 1on2~1f n good trnnslntion: gencrul rules llowing from thnt 

uescnpt1on'. 

Our inirii.'I objection ro rhili oricntnlion derived, ns we snid, (1) from 
the emphasis on the description of the translation (the product), when 

I 

' 

we would press for descriptive effort to be concentrated, for the short 
term at least, on the process and (2) from the normative implications 
of 'good .translation' and 'general rules'. 

We would still find the definition unacceptable if it were changed 
merely to remove the normative - if the orientation were to the 
objective description of the text - since that would define an aspect of 
descriptive linguistics rather than translation theory.27 . . . , 

More acceptable, clearly, would be a focus on the description of the 
process and/or the translator. These tWo, so it seems to us, form the 
twin issues which translation theory must address: how the ·process 
takes place and what knowledge and skills the translator must possess 

• I 
in order to carry It out. . 

If we consider, as we have been in this section, the second of these -
knowledge and skills - we 'com~ to a specification of translator 
competence. It is particularly striking that, within the context of the 
four-component model of communicative competence (which applies 
to all communicators), the translator seems to stand out as a par 
excellence example of the application of the fourth type: strategic 
competence. . 

What, after all, are translators doing when they struggle with the text 
other than coping with 'limiting factors in actual communication' 
(typically, ambiguities in the source text) and compensating for 
'insufficient competence in one or more of the other components of 
communicative competence', i.e. grammatical, sociolinguistic, dis-
course? · 

What, too, is th!! translator-trainer doing other than attempting to 
reduce the areas in which the trainees are dependent on their strategic 
competence by extending competence in the other three and making 
the application of the skills derived from their strategic competence 
more efficient and effective? · 

/ 

We now have some idea of the knowledge and skills on which the 
translator depends in the process of translating and are ready to tum t~ 
the modelling of the process itself. 

2.2 Translating; the model_ 

This model rests on a number of assumptions about the nature of the 
process and the characteristics it must have if it is to explain the 
phenomenon of translation satisfactorily. It derives from work in 
psycholinguis'tics and in artificial intelligence on real-time natural 
language proccssing.28 

, , 

It also represents a~ updated version of earlier models of the 
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translating process itseJf29 and an amalgamation «?£ ~lehlents of other 
models ··which we ·shall present Hater; tcn-trif>Jogics and text­

. processmg (Chapter 6, Fight-Cs i ~J · and · 6.4'1 Ahli iriformation-
processllig (Chapter'7, ~re~ 1J dJid 1.2). .,, .,1 

:.""'' ·, ' 
. I 
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2.2. l Components ariH processes 1 

, , .i.,. 'l · .r. I · ·· ·. ·, 
Let ils begin with the lisumptions; we assume that the process of 
trans~tlng ' ' . ' ' ; ; ' ' 

(1). is a special case of the more general phendlnenon of human 
·information processing; 

(2) !should be modelledin a way which reflects its position within 
" .·1 the psychological, domam:of information processing; 
(3). takes place in both short-i:enn and · long-term memory 
1 through devices for decoding text in the source language (SL) 

and encodfug text. into the . target language , (fL), via a 
. non-ianguage-spedfic semantic representation; 

(4) operates at the linguistic level of clause, irrespective of whether 
: · the process is one of the analysis of incomia:ig signals or the 
• : synthesis of. outgoing· ones (monolingual, rending and/or 

. 'I writing, Of bilingual, i.e. translation); . ; 
(5) 1 proceeds in both 1a bottom-up and a top-down manner in 

processing text and· integrates both approaches by means of a 
style of operation which is both cascaded and interactive, i.e. 
analysis or synthesis at one stage need not be completed before 
the next stage is activated · and revision is expected and 

: permitted; 
(6) requires there to be, for both languages 

(i) a visual word-recognition system and a writing system 
(ii) a syntactic processor which handles the options of the 

,, , MOOD system and contains a · 
till). frequent lexis store (FLS), a lexical search mechanism 

(LSM), a frequent striictqre store (FSS) and a parser, 
through which information passes to (or from) a 

(iv) semantic processor which handles the options available 
I ' ·. ~ ... : ;: in the TRANSITMTY system and exchanges informa­
" 'I'." I tion with a "" I '!I ' ! I ' 

' (v) !; prngmndc processor which handles the options available 
11 1• ·in the THEME s}rstein: ·and there is also an · 
(vi) idea organizer which follows and organizes the progres­

'1' · sion of the speech acts in the text (and, if the text-type is 

.. 
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not known, makes inferences on the basis of the informa­
tion available) ns part of the strategy for carrying out plans 
for attaining goals, devised and stored in the 

(vii) plnnncr which is concerned w!th crcatinp; pla~1s for 
reaching goals of all kinds. Some of these rlans .. ~ia7 111\'~llVC 
uses of language such as tcxt-proccssmg. l lus n11ght 
include translating a text and this decision might well have 
been made even before its first clause had hecn processed. 

We shall now take these components, expand the specification of 
what is involved at each stage and show how the components interact 
to create the dynamic process of translating. (Figure 2. I gives an 
outline of the process.) 

First of all, even at the risk of repeating what has just been said (in 
the fifth of our assumptions about the nature of the process), we 
should be absolutely cl~ar about the nature of the process and tl~c 
model we arc using to describe it. The process is 1101 a linear one m 
which stage follows stage in a strict order. It is an i11tcgmtcd process in 
which, although every stage must be passed through, the o~dcr is 111:1 
fixed and back-tracking, revision and cancellation of prcvwus deci­
sions arc the norm rather than the exception. If we keep this in mind 
and the fact that the process - even in outline - is somewhat complex, 
we can make divisions into stages and steps which will, we hope, clarify 
the model for us. 

So, in the interests of greater clarity, we shall divide the process into 
analysis (in Section 2.2.2) and synthesis (in Section 2.2.3) and, 
within them, three distinguishable areas of operation: (I) syntactic, 
(2) semantic and (3) pragmatic, which co-occur, roughly, with the 
five stages which will be presented during the discussion of writing 
(Chapter 6, Section 6.3.2) - (1) parsing, (2) c:rpmsio11 and (3) 

developme11t, ideation and p/a1111i11g. 
The intention is to work through the model, simulating the 

translation of a clause. 

2.2.2 Analysis 

2.2.2. 1 Sy111t1ctic t111alysis 
The first major stage in translating is, of necessity, reading tl~c text. 
This requires there to be a visual word rcco~ition system wh1c!1 ~~n 
distinguish words from non-words in the source langua~c. text (SL I) . 

· b · · "th h recognition conccn-We envisage processmg as egmmng WJ sue . 
tratcd _ as we suggested earlier - on the clause and converting the 
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Source 
Language 

Text 

Vi~unl word 
rc:coguilion 

system 

Linear string of symbols 

Next 
Target 

Language 
Text 

MEMORY SYSTEMS 

Source language Target language 

Writing system 

Syntac1ic Analyser Syntactic Synthesizer 

Scman1ic Analyser Seman1ic Synthesizer 

Pragma1ic Analyser 

Planner 

111<amE 2. I Translation process: outline model 

p~1ysic,i1 stimuli into a 'whole' which is perceived as a linear string of 
discrete symbols. • 

This _initial processing, which we envisage as being handled by 
mechanisms for recognizing and coding the distinctive features of the 
1c:1crs'. anti s~ fort~ (the ki?ds of processing we shall be describing in 
C.1apter 7), supplies the mput for the syntactic processing of the 
clause. We shall provide no more than a skeletal outline of what is 

-ti 

involved here (since Chapter 4 is concerned with modelling the 
systems which organize meaning at the level of the clause), making use 

of a very simple example: 

The dog bit the man. ':. '· 
This is taken into the syntactic processor for analysis and the clause is 
decomposed into syntactic structures; the clause structures available as 
options within the system of MOOD (see Chapter 4, Section 4.2.~). 

The default track through the processor woµld be for the cl~use (still 
in the form of a string of symbols) to pass through both the frequent lexis 
store (FLS) and the frequent stroaure store (PSS) with~ut recourse to 
either the lexical starch mechanism or the parser. 

1 

· 

A typical example of this would be the direct transfer of the meanipg 
of the SL clause by means of a fixed TL ~lause, e.g. the first clause of 
the English children's story · · ' '. 

Once upon a time there was . .. 

transfers directly into Italian as .. 

C'era una volta .. . : p .': ,, 11 

We should, at this point, explain the nature and function of these steps 
in the process. To begin with, a general point might be made about the 
FLS and the FSS; both have the function of relieving the short-term 
memory (STM) of unnecessary storage by allowing large amounts of 
data to by-pass the parser, in the case of structure, and the lexical 
search mechanism, in the case of lexis, and be directed immediately 
to the semantic level during analysis or the writing system during 

synthesis. 
We would expect both stores to be constructed under the same kind 

of constraints; the notions of changing repertoires and both quantita­
tive and qualitative differences between individuals applying in both 
cases (see the specification for the FSS below). 

(a) Frequent lexis store 
This is the mental (psycholinguistic) correlate of the physiea! glossary 
or terminology database, i.e. an instant 'look-up' facility for lexical items 
both 'words' ond 'idioms'.30, The contents of such a store 'would 
i~clude items of firsrand sec~nd order of htformativity (see Chapter 5, 
Section 5.1.l·on this); (a) items.such as a, and, I, in, is, ;,;·of, that, the, 
to, was (which.constitute ~~m~ 20 per cent of th~ first 20,0~ words in 
the average adult vocabulary) ~~ (b) other frequent items such as all, 
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as, said, look, who (i.e. a further 238 words which make up the next 40 
per ~ent). · · 

However, given that most linguists would accept that 

there is no very sharp line between grammar ~nd vocabulary: the 
.• vocabulary, or lexis, is simply the open-ended and most 'dclica.tc' 
. r aspect of the grammar of. a language [and] the distinction 

between grammatical and lexical is really only one of degree31 

and that a psycholing\iistic model' of language production (and, of 
necessity, translation) must contain a 

! ' 11 ' ' I ! I 

(b) Frequent struaure store , 
.. a set of operations. : . that involves the exploitation of frequently 

, occurring structures [which] undoubtedly arc stored in memory 
in their entirety as is a lexical item like dog or eclipse ••• [with] 
direct access to phrases and sentences ... nearly as rapid as it is 
for individual words.32 · 

One or two points should perhaps be made here about the 
characteristics of the FLS and the FSS. 

We imagine there to be one FLS and one FSS for each language the 
translator knows. It is 'to be expected that, for any language, the 
contents of the FSS will contain a majority of entries which arc the 
shared common property of the speech community, but it is equally to 
be expected that each language user (even monolinguals but particu­
larly bilinguals) will have a different configuration of items which can 
change over time. An analogy would be the repertoires of musicians 
which, even for the same instrument, differ qualitatively and 
quantitatively from each other and vary over time, even for the same 
individual. 

The FSS for a user of English will consist of combinntions of 
Subject, Predicator, Complement, Object and Adjunct which between 
them cover the major options available in the MOOD system of the 
langt¥lge, i.e. the unmarked organizations of the six clause patterns 
(illustrated below) in their indicative - declarative and interrogative -
and imperative form. 

At .Phr~se level, the FSS would also contain the major available 
pptions from the fundamental in h q set (see Chapter 4, Section 
4.2.2 for an explanation of these symbols). We shall show the kinds 
of frequent structures that occur at the level of phrase later and 
concentrate here on the level of Clause structure in the declarative 

·mood (see Chapter 4, Section 4.2J for details): 
Complex though English clause structure may appear, it rests on a 

simple foundation of six key clause types: 

: ' 

s p 
src 
SPO 
s p 0 () 
s p 0 c 

• SP 0 A 
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They ra11 

711ry are l11111gry1 

17uy hit Fm/ 
11u)• gave Fm/ $1,000 
17uy elected Fred Pmidc11t 
7111)• put the platt"s 011 thl' tahle 

Clearly, Adjuncts can be added to each of these - the last is unique in 
having an obligatory A - in almost all positions and recursively. 
Equally, even in the declarative, there arc stylistically striking 
re-arrangements which arc available, e.g. the passive 

S P A Fred 11><1s !tit k>' them 

which arc striking precisely because they arc 11u11-kt'd (sec Chapin ·~. 
Section 4.3.2 on thcmatization) and arc, therefore, probably not in the 

FSS. 
The incoming string is passed initially to the FSS and then to the 

FLS. The ordering is important, since it is not unusual for a reader to 
be able to parse a clause without understanding the meanings of the 
words in it. I .ct us suppose, though, that the syntactic structure of 1hc 
clause is not matched in the FSS and is passed on to the 

(c) P11r.11·r 
This has the task of analysing any clause for which analysis apJ'cars 
necessary. Once this has been done, the clause can continue through 
the process to the next slcp of the syntactic processing stage; accessing 

the FLS. 
If the lexical items in the clause can he matched with items already 

stored in the Fl .S, ii exits the syntactic stage nml cntns thc sl·111:111tic 
for further processing. This, as we pointed out earlier, is the default 
route; the clause - now analysed into its syntactic structure - passi~g 
through the FLS without delay. What could hold it up would be, at its 
most extreme, comprehension of the structrirt" hut not of the amt mt, e.g. 

a text such as 

the s111a1;g()' IJ(/g11nts grolled the fimhled as It/a rs Ji1r a r<1rit 

where the Sl;OA clause structure (the symbols and terms uscll hcrc 
arc explained in the Appendix, Section 1 and, in detail, in Chapter 4; 
Section 4.2) is transparently clear as is the sequence of phrases - NI 
VP NP PP - and their own structure {mm h} {h} {mm h} {pc} and 
even the form classes of 1he lexical items; (d c nJ Im~) Id c nl fp d n). 

It is even possible to inlcr something ahcmt lhe items thcmsdves; 
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bogllats and ashlars are countable, possess the attributes of being 
smagg(y ~nd fimbletl respectively and bog11ats arc, it seems, able to groll 
as/i~ars Cllhcr for a period of time (how long, WC might wonder is a 
von_t?) or some client (i.e. on behalf of a vorit). All this infonn~tiori 
dc~1~c~ from the reader's syn_tacti~ knowledge and, unfortunately, still 
t_locs not tell us (a) wh11t the lunct1on of all the clements is (for fl von"t 
for example) nor (b) what the words themselves mean. For that w~ 
must turn to the ' · 

(d) Lexim/ search meclumism ! 
~l~_is h:1s the t~sk of probing and attcmpling to 'make sense' of an 
~~;,'~'.ti Item which cannot be matched with items already stored in th~ 

V:c arc all vc1?' much aware of the frustrating 'tip-of-the-tongue; 
phcn_omenon wluch often afflicts the translator the inability to 'fi d 
~h~ ;•~ht word', or, .at times, m~y word at all (we sl;all retu~n to this iss~e 
m , i.1p1cr 3, s.ectum 3.1.1). The LSM provides the means of trying to 
m;1ke sense of an unknown word 33 It \"Ot1ltl 1) 'bl k I · • e posst e to wor 
t lrough ~ach of the lexical items in the text above but the point might 
be as easily made by focusing on one of them: ashlar. 
.. ~~1less th~ reader knows that the dictionary definition of ashlar is 'a 

t:.1rciully finished and well-fitting building st<lnc' th I . I . , c ex1ca item 
can.~u~1. pass th~ou~h- the FLS and must be processed by the LSM. 
. I .K~d by this d1fhcuhy, the reader can adopt one of a number of 
~tra~cg1cs_: (a) attempt to assign a meaning to the item on the basis of its 
:.un o~111dmg_co-te.\·t (the. words around it; sec Chapter 3, Section 3.3.l 
on t~1~s), (h)_ ignm:c the ll~m 111ul hope that increasing information of n 
11:111'.·''"'~/ k111d will provide a meaning or (c) search in memory for 
s1m1lar items· making u th· · f k" . . . , . sc, .tt ts, o some md of mtcrnal 1hesa11ms · 
(sec ~haptcr 3,_ Section 3.2 on this). This third approach may lead to a; 
!cntat1vc mcanmg· a h}•bri / / · b j . . ' . · ' ree, 1.c. a cross ctwecn an ash and a 
popl.1r. It is_ not too thfficult to suggest an explanation for this. 

No_ mcanmg can be found for the word as a whole but what appear 
to be Its two component halves seem to be made up of a known word -
iH/i - and the 'second I It' f h k . . . . . . ia o anot er nown word: poplar. The fact 
th.'.t th~!> is an_ example of faul~ sc_gn!cntation (carried out twice!) is'hot 
the pomt. It ts the result which ts important; a classic 'portmanteau' 
word: aslt + poj1/t1r == ashlar. ' ' 
.. In this ins~;mcc,_ the reader finds a meaning (initially, presumably 
scvcral meanings) for ash but none for lar. However the 'tree' m an· ' 
of ash leads on to a survey of the concept 'tree' and the finding olpo;~; 
there as an example of the concept. 

J fUUlHl•U'J:!.; '"''"'-i''"b '"" J'' u-. .. .i.• , 

At this stage, the reader has identified two types of tree but, realizing 
that the initial syllable of poplar is missing, takes the step of assuming 
that /ar. is some kind of abbreviation of poplar and so the whole word 
must also ref er to a kind of tree. · 

However, such a tree might reasonably be expected to possess 
characteristics of both the ash and the poplar and must, therefore, be a 

hybrid: an ashlar. ' 
The process (sec Appendix, Section 2 for an explanation of the 

symbols used here) might go something like this: 
I 

no entry in FLS 1. enter item: ashlar: 

2. segment item: ashlar= ash+ lar 
a: 

" isa (example of) 
3. check concept1

: ash 
tree 

isa (example of) dust 

check concept2: lar no entry in memory 

4. question 1: · x + 1aT- isa tree? 

answer: pop+ /ar isa tree 

question2
: x+ lar isa dust? 

'I 

answer: no entry in memory 

conclusion; ash isa (example of) tree . 
'' ' ' 

poplar isa (example of) tree 

therefore ashlar isa (example of) tree 

Let us reiterate - without apology - that what has just been suggested 
is a model of our theory (our own individual way of coming to an 
understanding) of the kinds of question-and-answer procedures which 
we believe best explain what can be observed happening. There is no 
claim being made that this is actually what happens in the mind of the 
reader or translator engaged in such lexical searches; it might but we 

do not know. 
None the less, it is clear that readers (and translators) deal with 

many of the stages of text-processing - both reading and writing -
through established routines; favourite ways of tackling a paJ'.ticular 
task. These routines have to be structured (otherwise they would not 
work} and stored in memory i~ a manner which permits access to them 
(otherwise they could not be re:.:used). The cognitive scientist would 
suggest (as we shall in Chapter 7, Section 7 .2.3) that these routines 
form schemas (or, if one prefers the Greek plural, schemata), scripts, 
nnd prcfcrcntlnl strotcgics. · i · • 

1 

' • • • • : ' • ' 

We imagiq~ the FLS and FSS as themselves constituting schemas of 
a type which is specialized for· dealing with linguistic problems. This 
seems to be a notion which is helpful in explaining the speed with 
which communicators are able to process texts and particularly 

I I 

\ 

\ 



I' 

I 

' j, 

·II' 
1' 

I. 

52 Translation and Translating 

welcome in the context of explaining translation. 
We are .now ready to move on to the next stage in the analysis: the 

semantic. But before doing so, it might be wise to recapitulate what has 
happened so far and indicate just what it is that i~.being 'output' by the 
syntactic processor. 

What entered the: syntactic , analyser as a string of symbols now 
leaves it as syntactic (MOOD) structure. The information entering the 
semantic analyser can now be symbolized in terms of S P C A 
sequences with their phrase structures and their lexical fillers plus, at 
least provisional, lexical meanings attached to the lexical items and a 
tag indicating whether the items arc common ones or not. 

We shall display the syntactic information as a tree-diagram (see the 
Appendix, Section 1 for an outline of the procedure used here) 
running from (1) the syntagmatic chain sequence of the clause 
(Subject Predicator Object), through (2) the paradigmatic choices 
which realize each place in the chain (Noun and Verb Phrase), (3) the 
syntagmatic chain of the 'fillers' of the clause; 'slots' (the structures of 
the phrases; modifier head main verb) and (4) the paradigmatic choices 
which realize them (determiner, noun, transitive verb) to, finally, (5) 
the actual words which realize the categories determiner, noun, etc.: 

(1) s p 0 
I , . ,' I 

(2) NP VP I NP 

/'\ I , .. A. I 
(3) m h . mv m h 

I I I I I 
'(4) d n vt d n 

I I I , . 
(5) the dog bit the man 

W~ do not wish to pre-~mpt wh~t will be said in Chapter 4 but it seems 
u~efoi to state here (with Halliday) that the clause is 'the product of 
three simultaneous semantic processes. It is at one and the same time a 
representation of experience, an interactive exchange, and a 

J message'~4 and now enters the semantic analyser with information of 
this' ~eco~d kind (MOOD), i.e. that it is indicative and declarative and, 
in terms of its literal meaning, a statement. That is all. Whether it 
counts as a statement for either the sender or the receiver has yet to be 
discovered and what c0mes next is the analysis of the clause in terms of 
its contmt by the semantic analyser and its purpose by the pragmatic. 
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2.2.2.2 Semantic analysis 1 ~ . • 

The semantic analyser has the task of 'concept recovery'··; retncvmg 
the TRANSITIVITY relations which underlie the syntactic structure 

of the clause. 
Just as the syntactic processor had the task_ of deriving strut:t~11-c 

.. from the linear string of symbols output by the visual word-recog111t10n 
system, so the semantic processor serves to derive cont~nt fro1~1 the 
syntactic structure supplied by the previous ~tage of analysis._ It 
analyses out what the clause is about; what 1t rcprescn~~; logical 
relationships between participants and processes (and also, if they arc 
present, contextualizing circumstances; time, space, m:tnncr, etc.); 
ideational meaning; semantic sense; propositional content. 

Let us return to our clause: 

The dog hit the man. 

In content terms, what must be discovered is what the process is which 
is being carried out (it might well be a relationship rather than a 
genuine action, if a different e.xample had been chosen), "·ho thl' 
participants arc and how they relate to each other as participants in the 

process. 
The information from the syntactic analyser was that the clause 

structure consisted of an SPO string. The semantic analyser 
recognizes an Actor Process Goal series in the proposition which 
underlies the clause in which the Subject is equated with 1\ctor, 
Predicator with Process and Object with Goal. 

In terms of purpose, it is difficult to infer much more, at this point, 
than the default assessment that this is a statement. \Ve shall take this 

up again at the next stage. 
In terms of the grammatical model we have been using, semantic 

analysis provides information about the TRANSITIVITY options 
which have been selected to structure the proposition which undcrlil's 

the clause. 
In speech act terms, we now have the propositional content hut 11111 

th() illocutionary force - the content but not the purpose - and both arc 
needed before we can assign the clause to a particular speech ••ct. 

Now that we have a specification of the logical Jim11 undcrp~nni.ng­
the clause, we can move on to the analysis of the commu111cat1vc 

fu11ctio11 it serves. 

2.2.2.3 Pragmatic analysis . . 
The syntactic processor has, as we have just seen, two functmns (the 
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analysis of structu:e - M?OD - and the assigning of lexical meaning) : 
and the semantic a smgle function (the retrieval of content· / 
TRAN_SITIVITY). The pragmatic processor also has, like th~ 
synt~Cllc, 111>0 tasks in relation to the information it receives from the 
prcvwus st;1gcs of analysis: 

(I) to isolate its thematic stmcture-
(2) to provide a register a11alysis of it. \ 

!he fir~t is concerned with THEME (with the distribution of 
1~forma.uon and whct~er this is in a marked or 1111111arl.:ed order). The 
second is co~ce~ned with register (with stylistic characteristics including ' 
p11rpose), takmg mto account the three stylistic parameters of 

(a) tenor of d~sc~ursc: the relationship with the receiver which 
tl~e sender md1catcs through the choices made in the text (see 
( .haptl'I' s, s~~ction 5.3.1) 

(b) mode of discourse: the medium selected for realizing the text 
(sec Chapter 5, Section 5.3.2) 

(c) ~loma~n o~ discourse: the 'field' covered by the text; the role it 
is playmg m the ~ommunicative activity; what the clause is for, 
what the sender mtemled to convey; its commrmicalive value (sec 
Chapter 5, Section 5.3.3). 

Simultaneously, the clause is assigned: 

(1) 11imwtic slmclure which shows that the sample clause has the 
structure: 

71n· dog 
THEME 

bit the 111a11 

RHEME 

Sine~ Subjec~, A~tor an~ Theme arc all equated, this is an umnarked 
.tructure ~which is why It by-passed the FSS in the first place). 

(2) Register feaiures. ~c can apply the three stylistic parameters to 
the clause (assuming the highly unlikely circumstance that this 
text has i~ppe'.ir~d our of the blue and not embedded within a 
ho.ok on lmgu1st1cs) and list our assessments. On the basis of the 
evidence we have: 
(a) in terms of tenor, fon11ali1J 1, poli1e11ess and imperso11ality are 

no~ .~1ar~cd . ~we sha~I ignore them. in our tagging of the 
spe1:d1 nc.:t ns ll goes forward, 11ssum111g the default to be the 
~nmarkcd) but accessibility is extremely high; 

(b) 111 terms .of mo<le, there is no indication of parliciplllio11 or of · 
sponla11e11.J• (we have no way of knowing how much effort it 

took the writer to produce it; probably not a lot!) but channel 
limitation is high (written to be read), and the text is 

completely public; 
(c) in terms of domain, the text is certainly referential, by no 

means emotive, conative, phatic, poetic or (unless we know 
where this particular clause comes from} metalinguistic. 

The domain provides an indication of purpose (the illocutionary force) 
which, when combined with the existing information on content, 
suggests a speech act (in the case of the example we have been using; 
'informing') and this label plus the rest of the information is passed on 
to the next stage for further p~ocessing. 

1 

Thedog bit 
Actor Material Process 

tlzeman 
Goal 

Speech act = informing 

The information can now be passed on in some form like the 

following: 

The dog bit the man 

Speech act: 
Theme: 
Tenor: 
Mode: 

Domain: 

informing 
- marked • 
+ accessible 
- participation 
+ channel limitation 

(written to be read) 
+ public 
+ referential 

On the basis of this information, the stylistic analyser can make. a 
provisional assignment of the clause to a text-type. In this case, the 
analysis would throw up several possi~le text-types but would have to 
wait for further information, derived from later clauses in the same 
text, until a definitive assessment could be made. 

A crucial question to ask would be: 'What kind of text would contain 
a clause like this?', i.e. a clause which is only minimally informative ..... it 
is not news the way 'the man bit the dog' would be - and is totally 
public and accessible but permits of no participation and operates 
within a limited channel: the written. 

The regi~ter analysis might well, at this point, come up with a 
suggestion of a book or article on linguistics or philosophy; who else 
but linguists or philosophers would expect people to read such banal 
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sentences? Let us suppose that· that is the decision; linguistics/ 
philosophy. Two things now happen: 

1. The information on the clause moves on with the stylistic 
sp~cification, given above and . the tentative ld~el 'lingilistics/ 
plulosophy book/nrtlcle' to form n completely liUlgu11gc-frcc 
semantic representation. This constitutes the whole of the 
meaning of the thought expressed in the clause as apprehended by the 
reader. • · 

2. The analysis is fc<l the two remaining stages of analysts to which we 
now turn: the idea orgariizer and the planner. 

It is crucially important to recognize the difference between the 
language-free semantic representation (a set of abstract, universal 
concepts and relationships, which represent the whole of the thought 
exprc~sed in the clause) and the language-specific clause itself, 
orgamzed through SPCA. relationships selected from the MOOD 
systems of a particular language. . 

Let us list what has been analysed out from the origin~! SL clause. 
The semantic representation of the clause now. contains the foil owing 
syntactic, semantic and pragmatic information: 

1. Clause structure: MOOD and lexical choic.es including lexical 
meaning and where any of the lexis is uncommon, a tag to that 
effect. 

2. Propositional content: TRANSITIVITY choices; the logical relations 
mapped onto the syntactic structure. 

3. Thematic structure: THEME choices including indications of 
mnrke<lness. 

4. Register features: tenor, mode and tkJmain of discourse. 
5. 11/ocutionary force (derived from tkJmain) which, when combined with 

propositional content, indicates a 
6. Speech act which the clause 'c~~nts as'; the simplest case being 

where there is a one-to-one mapping between clause and speech act 
(a not uncommon but far from universal state of affairs). 

The semantic representation is the result of the three-way analysis of 
the clause (and the basis of the three-way synthesis of a new clause as 
w~ tran~late) and if we are even to begin to understand the process of 
translation, we must recognize that we do not translate a clause from 
language A into a clause from langu~ge B. We break down the A clause 
into its semantic representation and use that as the basis for the 
building of an alternative clause in another language (i.e. a translation) 
or in the same language (i.e. a paraphrase). 
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A handy analogy is that of the ice-cube (SLT) which is thawed 

(read) and re-frozen (translated): 

Duriilg the process of translation the cube is melted. While in its 
liquid state, every molecule changes pince; none remains in its 
originnl rd11tio11ship to the olhns. Then lwf{ins tlw prnl'<"Ss of 
forming the work in a second language. Molecules escape, lll'W 

molecules arc poured in to fill the spaces, but the linl's of 
molding and mending arc virtually invisible. The work exist.~ in 
the second li111g11agc ns 11 new lcc-c11lw - diffrrl'nl, 1>111 111 1111 

appearances the same.36 

for most language users (particularly monolingual readers), one 
would expect thnl, once the menning hn~ hel'll t•xtrnrlt•d fro111 1hc 
clause and converted into its semantic representation, its syntactic 
form would be deleted from the working memory (the STM) and its 
meaning alone stored (in the LTM). Translators, howcvl'r, knowing 
that they will need to be aware of thematic mnrkedness when they 
come lo write the TLT, have presumably to retain SOlllC or the 
syntactic information, if only to be able to avoid (or insist on going 

through) the parser at the synthesis stage. 
Simultaneously, the whole analysis is fed into the idea organizer. 

This (the equivalent of the Central Executive of the psychological m1idcl 
of human information-processing which' we shall introduce in Chapter 
7, Section 7 .1.3) has the function of (a) integrating the analysis with 
the developing overall layout of the text as one of a growinf{ series as 
the reader works through, (b) returning from time lo time to monitor 
the accumulating information and (c) revising some semantic repre­
sentations as necessary 011 the hasis of' new inl(mnntion; 11 prol'l'dmt· 
which is wcll-nttcstccl by those translators who report that they read a 
text right through before attempting to translate any of it. 

The analysis is also absorbed by the planner and used in any way 
appropriate to facilitate reaching the current goals which precetkd the 
reading; it is at this point that decisions arc made on the value of 
continulng to read, and so forth an<l, crucially important from our 

point of view, on whether to translate. 
Up to this point, the model we have been outlining applies equally to 

the monolingual render an<l the translator. In<lec<l, up to this point, the 
translator is a monolingual reader. The next decision is whether or 1101 

to translate the semantic representation. If not, the process relu~ 
immediately to the beginning to start work on the next clause. . 

The decision to translate takes the idea - now stored as the semanttc 
representation of the clause - through the reverse process. We 5hal 
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follow the semantic representation through as it is synthesized into a 
component of a target language text and use the opportunity to present 
(in Fib'llre 2.2) a more explicit and detailed model. 

2.2.3 Synthesis 

We take up the process at the point where the SLT clause has been 
converted into a semantic representation (the contents of which have 
already been listed) and the reader has decided on the option of 
translating. 

It is assumed that the information stored in the semantic representa­
tion is sufficient to suggest a text-type within which the clause might be 
expected to occur, in the most unlikely event that the reader does not 
already know what it is; for example, in a peculiar situation such :ts a 
language examination. 

''.he rnnstruction of a text which signals all - or the selected parts of 
- the contents of the semantic representation begins (once again, for 
the sake of clarity only, imagining the process to be linear, 1vhich it is 
1101) in the pragmatic processor of the target language. 

2.2.3. J Pragmatic synthesis 
The TL pragmatic processor receives all the information available in 
the semantic representation and is required to cope with three key 
problems (and make two further decisions for each of them: to 
'preserve' or 'change'): 

(u) I low to deal with the purpose of the original. The translator may 
wish to attempt to 'preserve' this or to alter it. Either way, a 
decision has to be made on how to express purpose through the 
available content or - assuming that the translator's plan includes 
a decision to shift any of the parameters (e.g. to turn an 
informative text into a polemical one), through different content. 

(b) I low to deal with the thematic structure of the original. 'Preserva­
tion' or alteration of the original theme-rheme relationship 
demands, as in the case of 'purpose' above, a decision on the part 
of the translator and an awareness of the options available. 

(c) How to deal with the style of the original. Again, there is the choice 
between attempting to replicate on the one hand and deciding to 
udopt u difli:rent style on the other. 

In each of the three cnses, it is within the prngmntic processor thnt 
mappings of suitable purposes, thematic structures and discourse 
parameters of mode, tenor and domain have to be found. 
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2.2.3.2 Se111a11tic sy111/iesis 
The TL semantic processo~ receives an indication of the illocutionary 
force (the purpose) and works to create structures to carry the 
propositional con~ent and produce a satisfactory propQ$itio11 to pass on 
to the next stage of synthesis. · 

2.2.3.3 Syntactic synthesis 
The TL syntactic processor accepts the input from the semantic stage, 
scans its FLS for suitable lexical items and checks in the FSS for an 
appropriate clause-type which will represent the proposition. If there is 
no available clause structure in ·the FSS to convey the particular 
meanings, the proposition is passed through the parser (which is now 
functioning as a syntactic synthesizer) and, finally, the writing system is 
activated' to realize the clause as a string of symbols which constitute 
the target language text. ' ; . 

Finally, the process c~ridudes .in the same way as it did with the 
monolingual reader; the return to the original texrand the·ne:xt clause. 

'l 

2.2.4 Summary : 

The process of translating can be ~odelled as a ~caded and interactive 
process which contains three major stages: syntactic, semantic and 
pragmatic processing. While each of these has to be involved in both 
analysis and synthesis, it is (a) possible for some stages to be passed 
through very quickly (where, for example,. the data being processed is 
represented in the FSS or the FLS) and (b) the norm for processing to 
be a combination 1 of bottom-up 'and top-down, i.e. the analysis {and 
later ,synthesis) of the clause is approached simultaneously by both 
pattern-recognizing procedures and.by inferencing based on previous 

experience and expectations. · 
We are now in a position to tackle the translation of a short French 

~oem and use it to demonstrate the process in action. 

2.3 Using the process to translate 

So far, ~e have been disc~ssing translation in a very abstract manner 
and giving few specific examples of translation problems or of 
comparative structures between languages. This has been intentional. 
We have been trying scrupulously to operate at the level of approach­
as we promised we would in Chapter 1 (Section 1.3.2) - drawing on 
linguistics and cognitive science to provide insights which help us in 

Tra11slati11g; 111odclli11g the proCl'.U (1 I 

our tn~k of 11t1c111ptlng to 111nkc sense of 1rnnsl111ion us prrn.:rss ra1lin 
than product and avoiding producing lists of'translation problems' and 
proposals on 'how to solve them'; lhc very proper and nclTssary lrvd 
of methodology an<l technique which can be foun<l in readilv 
available tcxthooks.37 , 

.Nevertheless, the validity of a theoretical mo<lcl can only be tested 
o~t in actual practice an<l it is for this reason that we intend to bring 
this chapter to a close by examining a short text which we have tried to 
translate in terms of the model. The text is a French original and the 
translation is into English. 

What follows is a record of the procedure used in moving from 
source to target language text, by one translator, in the context of 
decisions made about the original text and the kind of text he would 
select for the target language text and on one particular occasion. 

The procedure is in no sense being suggested as the best or only way 
of tackling the text nor arc the translations themselves offered as 
models. We intend no judgement, merely to work through the process, 
indicating, as we do so, what kinds of decision need to be made and 
what means we have at our disposal for making and realizing m•r 

decisions. 
Judgements of the quality of translated texts do, of course, ha\'e to 

be ~adc by translators and translator-trainers and arc also made by 
their readers but we do not wish to become engaged, in a book which is 
attempting an objective description and explanation of a phenomenon, 
in the debate which inevitably arises over quality assessment an<l 
translation criticism.38 This is not to suggest that, playing a different 
role {as translator-trainer, client or language teacher), we would he 
unwilling. Indeed, WC firmly believe that the kind or lllllll'rstandini.:- of 
the phenomenon which we arc seeking will provide feedback which 
will have practical applications of this kind. 

We shall approach the translation of the text i/s tlwugh the stages 
involved were linear and sequential. We know perfectly well that they 
arc not nnd have insisted that this is the case 011 scvnal occasio11:;. 
None the less, we have to make sub-divisions and propose (for the sake 
of clarity only) three areas of focus: 

(1) the mia6•sis of the source language text; 
(2) the organization of the semantic representations of the indi­

vidual clauses of the poem into an illfcgratetl schema which 
contains the whole of the information the reader has been a hie 
to accumulate in the course of reading the text; 

(3) the ~)•11thesis of the new target language text. 

r 
i 

1,1 

'i 



62 'fr1111s/11tio11 and Tram/a ting 

2.3.l Analysis; reading the source language text 

The text is a very short poem by Paul Valcry39 which we wanted to 
translate for two particul;1r reasons: (l) bec;1usc its co11te11t seems to 
refer to a kind of behaviour in which the translator is involved - the 
way we st·:m:h the dntnh:1sc of our long-term memories us we try to 
recall information stored there (we discussed this in the previous 
section and will return to it in Chapter 7, Section 7.3.3) and (2) 
because, in fon11, it is both brief and accessible and so appears to 
provide a handy text on which to try out the model we have been 
cv11lving. 

2..1. J.1. 'f i·.rt 
.Je dlt'rdie 11/l mot (dit le poete) m1 mot 1J11i soit: 
Pmi11i11, 
de deux syllabes, 
CO///t'/11111/ p Oii F, 
ten11i11e par 1me m11ette, 
et ~)'llOl!}'me de bris11re, disagregation 
t'I pas savant, pas rare. 
Six co11ditio11s au moins! 

2.3.1.2 Procedure 
We shall deal with the text clause by clause, asking the relevant 
questions at each stage in the process and, as necessary, revise our 
interpretations and realizations. . 

]e chercl1e 1111 mot 

.\:y11tactic 111wfrsis: We begin by checking if the clause is in our personal 
!•~tcrnal FSS and the individual lexical items in our FLS. They arc. 
I he words arc common ones, the collocations between them within 
the upper range of probability of occurrence (sec Chapter 5, Section 
5.1.3 on this) and the clause structure, too, is a very common one. 

S1r11ct11re: Subject Predicator Object 
'ljopL': indicative and declarative 

Tlll'rc is, lhcrcforc, no need for parsing, so we cnn move immediately 
to the next stage. 

Semantic m111/ysis: There arc two possibilities here, depending on 
whether we envisage the poet as (a) actually searching for a word in a 
dictionary (cf. 11achschlage11 in German) or (b) searching for a word in 

O.l 

his own mind (cf suchen in German); 'word' like so many linguistic 
phenomena being both physical and µiental entities: 

Co11imt (propositional content; logical form): 
(a) Actor + Material Process + Goal• · 

:,·, 

(b) Scnscr + Mcntnl Process + Phenomenon. 
• 11.2 

Pragmatic analysis: We already know that this clause comes frofu a 
poem but there is nothing particularly poetic about its fonn or content, 
so far. None the less, we can analyse it in terms of theme,· register and 
p11rp(}sc (illocutionary force; communicative function): 

Theme: 
Register: 

Purpose: 

unmarked . . 
tenor; (i) accessible and (ii) unmarked in terms of other 

' ' 
tenor features 
mode-, written (to be read) , 
domain; referential and, since there is the reference to the 
technical linguistic (and also everyday) term mot ('word'), 
metalinguistic · 
informative 

We know, already, that this is part of a poem - it was found in a 
collection of poems - and have, therefore, no need to inf er the 
text-type from the clause. Indeed, we would find it quite difficult co do 
so on the evidence of 'je cherche un mot' alone, except to recognize 
some kind of 'metalinguistic' function. 

A scm~tic representation is shown in Figure 2.3. 

I 
(aclor) 

l 
today? ---------+ [time) 

look for [process) ________ _,. word 
[goal] 

-nN 
. .. concept object 

FIGURE 2.3 Semantic representati1:m 1 
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In addition to what we have shown in the display, the total 
configuration of the semantic represeritation contains the speech act, 
stylistic and text-type information we gave abo·1c and the whole of the 
contents of the semantic representation is available fol"' storage and/ or 
translation. 

We shall not take the option, at this point, of translating the clause -
in reality, we might or might not do so, the opportunity is there, if we 
wish to take it (we shall translate in Section 2.3.3) - nml will go on to 
the next clause: 

(dit le poete} 

Syntactic analysis: This three-word clause, presents us with no less than 
four pr~blcms: (1) we do not kriow ifje arid le poete refer to the same or 
different individuals, (2) unlike the first clause, this PS structure is not 
represented in the FSS (it looks, at first glance, like an interrogative) and 
therefore requires separate parsing;' (3) the tense of dit is ambiguous 
(present or past; the semantic representation will require a change 
from today to today/before to show this), as is (4) its aspect (progressive 
or habitual). Parsing gives: 

Striicture: Predicator · Subject = Subject J?redicator 
Type; indicative, declarative 

and the information - the chain sequence of the clause and its phrases 
- is fed into the semantic analyser: 

Semantic analysis: Ther~ is no ambiguity about the propositional 

content: 

Content: Sayer Verbal Process 

However, now that we have the information that this second clause 
is the realization of a proposition whose process is verbal rather than 
material or mental, the status of the first clause changes and becomes 
reported speech 4u u:, to use the somewhat unfortunate TRANSITIV­
ITY system term, verbiage and we shall need to alter the semantic 
representation (i.e. the reading so far) to allow for this. 

Pragmatic analysis: We need to note here, and keep in mind, if and 
w~cn we come to translate, that the poetic function has joined the 
referential and the metalinguistic and we now i,.,,.,.: 

Theme: marked 
Register: tenor. (i) accessible and (ii) unr 

tenor features 
terms of other 

" 
·~ . 

J 

' 

I. 
! 
I 
I 
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mode: typical written language (written to be read) 
domain: referential 

Purpose: informative 

65 

A revised semantic representation is called for (Figure 2. 4), and, so, on 

t~ the next clause: 

un mot qui soit: ft!111i11i11, de deux .~yllabcs, co11te11a111J>1111 J·: tcm1i1ll: par 
tme 11111clle, 1·t .~J'//m(J'l//C de f1ri.wre, d1'.wf{nx11ti1111 rt pas .1m·r1111, /111.1 r11r1". 

Sy11tactic mwfrsis: The clause is non-finite and ought, strictly speaking, 
not to be in the FSS. Its length presents no problem (simplc-to­
process right-branching phrases) (see Appendix, Section I and 
Chapter 5, Section 5.3 on right- and left-branching structures and 
their implications for readability) but the parser would have to he 
brought into operation to recognize that the whole clause was in 
apposition (marked by= in the formula below) to the previous Ohject. 
The analysis would need to show that the Object of the previous clause 
is repented ns a 1101111 phmse with 1111 m h q ,o;1nu.:1ure :11111111111 !Ill' 'I is :1 

subordinate clause with no less than six complements, some explidtly 
coordinated with et and others implicitly coordinated hy sequence 

isa Poet 
Writer +---------------- lsayerl 

Ullcrnncc 
(verbiage I 

isa! 
I 

(actor( 

l / 
look for 
(process) 

l 
CotK~pl 

l 
Meaning 

! 
Say 

Iver hal proc<"" I 

today /heron~ _.
4 
______ _.I 

(time] 

word 
(goalJ 

l 

T 
For111 

Ff' '~cmantic representation 2 

I 
I' , . 

,·,· 

'•I 
·I 

i·· 

' 
'' 
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alone (sec Appendix on the logical sub-function of the TRANSITIV­
ITY system anti linkage by parataXis and hypotaxis and the symbol 
system used below): 

Stmrt1m:: [S P 0 = O(NP(m h q[S P C C C C &C &CJ))) 
~i'Jli:: non-finite 

This is passe<l on - with a note on (a) the mood of the verb (it is in the 
subjunctive) anti (b) its modality; obligation (sec Chapter 4, Section 
4.2.2 on modality) - to the next stage of processing: 

Semantic analysis: The clause presents no serious problems: 
Content: Carrier Relational Process Attributes 

What is significant is the attributes and their relationship to the 
carrier - the mot which Valery is looking for - and to each other. The 
range of criteria which have to be satisfied is staggering: (I) 
grammatical; 1;:,.:;.,:,, (2) phonological; tie deux syllables, contena11t 1m P 
011 F and tm·, :1 ·: · »111ette and (3) semantic criteria concerned 
wi1h hoth usag-c ,,;; . '''c "'e de bn'sure, di!sagri!gatio11 on the one 
han<l and pas savant, pm '.: other. 

All this has to be passed , · t level of analysis. 

l'm.~?11111it 111111()'sis 

'/lw11e: unmarked 

lfrgisti:r: the clause supports the previous as!> cs,,: :"nt of register and 
text-type but the complex structuring elf :he complements 
- the attributes - will need to be flagged. 

Purpose: informative 

Next, a tl1ird semantic representation which intq,rrates this information 
wi1h what has gone before is shown in Figure 2.5: 

.)'ix co11ditio11s au moi11s! 

Syntactic analysis: The final clause (in formal surface structure terms; a 
phrase) presents the same kinds of parsing problem as the previous 
clause. It is best seen as a non-finite clause which, by definition, would 
need separate processing outside the FSS. The structure assigned° 
would indica1c the unrealized ii y en a; Subject-Predicator slruclurc 
before the rcalizcJ Complement and Adjunct which is the clause: 

S 1111ct11rt: (S J>) C A 
Type: minor 
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Isa 
Writer-----------------

Poet 
(sayer) 

Uuerance 
(verbiage) 

isa ! 
I 

(actor) 

.4 i 

todil) 
[time) 

! word 
look for-------- [goal] 
(process) 

Im 
+ 
~r ,,. 

+ Object 

l 
Meaning Feminine -+ F 

Sa1•anl 

, . not 
Synonym 

Desai:rli:a1io11 Bris11re 

FIGURE 2 .5 Semantic representation 3 

Semantic ana(ysis: This is straightforward: 

I 
=r 
Letter 

Content: E~istent, i.e. 'six conditions exist' 

Pragmatic analysis 

Theme: unmarked 

l ' 
Say . 

(verbal process I 

' ! . , 

has-as 
parts 

Two P!F 
syllables 

not 
---- Sounded 

~: 
1. \ ); 

' 
i 
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Regisi«: further support for earller assessments; nothing else of 

note. 
Purpose: informative 

\• 

This brings us to the last semantic representation; one which combines 
all the information we have into a single, abstract, universal schema 
which forms the basis of our understanding of the text as readers and 
our transformation of it as translators (Figure 2.6). 

We now have the information to reverse the process; to shift from 

reading and analysis to synthesis, writing and translating. 

2.3.2 Preparing to translate 

Let us suppose (1) that we decide to translate (we could, of course, just 
read the text) and (2) that we intend to produce a poem; there arc 
plenty of other alternatives and the strategic options available to the 
literary translator in particular are considerable. They can be 
presented as the extremes of five continua

41
: 

(1) to reproduce either thefonns (syntax and lexis) or the ideas (the 

semantic content) of the original; 
(2) to retain the style of the original or adopt a different style (see 

Chapter 5, Section 5.3 on the stylistic parameters of tenor, mode 
and domain of discourse); retain or abandon the source language 
text-form (see Chapter 6, Section 6.1.3 on text-types, text-forms 
and text-samples); for example, to translate a poem as a poem or 

as prose; 
(3) to retain the historical stylistic dimension of the original or to 

render it in contemporary form; to translate Dante into Middle 
English or into modem English (sec Chapter 5, section 5.3 on 

dialect and register); 
(4) to produce a text which reads like an origi11al or one which reads 

llke a tra11s/ation; 
(5) to add or omit words, phrases, clauses. . . or to attempt to 

transfer everything from source to target text. 

,If our purpose were to promulgate commandments for the creation 
of 'the perfect translation', we would commit ourselves on each of 
these parameters and, possibly (but not probably), justify our decisions. 
Thi$ is not our purpose nor is it the purpose of the vast majority 
working in the field of translation studies; a point we made at the 
beginning of the book (see Chapter 1, Section 1.1.3). 

The list docs give us some indication of the kind of decision-making 

Tra11slati11g; modelling the prores.1 

Wrircr +----------is_a ______ _ """' l'nyl'rl 

Uucrnncc l 
[verbiage) --------------- Say 

[aclorf 

l 
look for 
[process) 

J 
Conccpl 

l 
Meaning 

Less 
conditions 

nol 

[ vcrhal procc" I 

l 
loday /hclotT 

[time) 

Six 
nmdition .... 

word ..,.,. _________ ....J 

(goal( 

l 

"T. I 
Four 

condition' 

Feminine_., Form ----~ 

69 

Two l l ha~-as 

par ls 

:.::r 

condilions 

4
.'illl'll/1/ 

Synonym 

.---''_ ... .LI___ /fort· 

i l 
V(1.w1gn!1:ati1m /lri.\111c 

L Two l'/F 
syllahll-s 

not 
Lctlcr +----- Sounded 

FIGURE 2.6 Semantic representation 4: overall schema 

that is involved even at the beginning of the translation of a text. We 

~h~ll b~ very c~utious indeed an.d, on this occasion, try to he as 
faithful as possible to our concept10n of the oriuinal i e to repro I . 

• l'. • • t>" ' • • ( uce 
its 1orms and meanmgs, Its style and temporal characteristics, in a text 
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which sounds like an original but, as far as possible, neither adds nor 
deletes content. 

I laving made the decision to translate in the way we have, we should 
be aware of the methodological options which arc now available to us; 
the means at our disposal for achieving the kind of transfer we require. 

Scvcrnl mcthodoloi;icnl tnxonomics nrc nvnilnhlc, somc42 hnsing 
themselves on dichotomies of contrasting methods of the type: 

{1) closc/litcraVsemantic translation 
(2) frcc/paraphrastic/communicative translation 

anJ suggesting correlations between methods of one sort and 
particular text-types, while othcrs43 retain a similar two-way distinc­
tioo hut subdivide within it to specify a finite number of techniques. 
The first three below, arc subdivisions of (l) /item/ and the remaining 
four of (2) free tramlation 44: 

(1) Borromi11g (emprzmt): The carry-over of lexical items from the 
source language to the target language, normally without formal 
or semantic modification; for example, the English 111eel.:end in 
French or the French appellation contro/ee in English. 

(2) Loan Tra11slatio11 (calq11e): The linear substitution of clements of 
one language by clements of the other (normally noun phrases); 
for example, the English hot dog appearing in Spanish as perro 
mlie11te. 

(3) Literal Translatio11 (tratl11ctio11 littira/e): The replacement of 
source language syntactic structure by target lanbruagc structure 
(normally at clause level) which is isomorphic (or near 
isomorphic) in terms of number and type of lexical item and 
synonymous in terms of content; for example, the French fa va 
sans dire appearing in English as it/that goes mitho11t s~ying. 

(4) Trampositio11: The rendering of a source language clement by 
target language clements which are semantically, but not 
formally equivalent (because of, for example, word-class 
changes); for example the English 110 smoking transposed into 
the French def{ense de fi1111er. 

(5) Alotl11!11tion: Shifting the point of view of the speaker; for 
example, the French sib'll comp/et and the English 110 t•acancies. 

(6) Equivalence: The replacement of a stretch of source languagt 
(particularly idioms, cliches, proverbs and the like) by its 
functional equivalent (greeting etc); for example, English hi by 
Italian dao, English hello (on telephone) by Italian pronto 
(literally 'ready') etc. 

(7) Adaptation: Compensation for cultural differences between the 
two languages; for example, the French santi has a functional 
equivalent in the English cheers but none for bon appitit, the 
English equivalent is, it seems, silence! 

While. it is not being suggested that these techniques constitute a 
totnl answer to the problem of selecting n method or methods for 
translatiitg or that the categories are '_Vatertight an.d im~mbiguous,· ilie 
listing does at least, focus our attennon on the kinds of ways we can 
convert se~antic representation~ int9 textJWe shall bear' them in' 'mind 
as we work on our translation of the Valery text. · 

2.3.3 Synthesis; writing the target language text 

We begin to translate with the full resources of the semantic 
representations of the clauses available and with the unity of the text 
organized as a schema ready in memory. This schema will be similar to 
the one we shall be suggesting for an event in Chapter 7 (Figure 7.5). 
Let us recap what we have: 

(1) The schema (Figure 2.6) in which all the propositional 
relationships ~re displayed ·and interconnected. · · 

(2) A listing of significant text-type and ·stylistic information about 
each clause and about the text as a whole. For example, we now 
know that every clause is indicative ahd declarative in terms of 
its MOOD and that each is essentially informative - with a 
steady increase in the metalinguistic and poetic as the text 
develops - in terms of function and this 1 provides us with a 
default path through the process; issues which do not need to be 
resolved and, therefore, do not take our attention away from 
crucial decision points. 

Our decision was to try to replicate as much of the form and content of 
the original as possible. · · ' . · · · · · .' · · 

The pragmatic synthesizer· is ·accessed and the non-semantic 
information matched there, i.e. we have to find an equivalent text-form 
in the target language which meets the same speech act, thematic and. 
stylistic criteria as the original. , , . , 

Next, the configuration is converted by the semantic synthesizer into 
a semantic stni~ture; a speech aci: With the 5ame propositional content 
and illocutionary force (purpose). a5 the oriiinal. At, this· point, .there 
are two residual problems; the lack of both tense and aspect marking in 

Jl 
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the French original arid the uncertainty over the status of the process, 
material or mental: ' . . ; 

1. The time reference in the French text was unmarked for both 
tense and aspect, i.e. it is unclear as to whether it is present or past 
tense. and there is no indication whether the process is a habitual 
one or a progressive one. In some languages a single form can have 
even more time referents. Consider the first lines of the following 
brief Pushkin poem, where liubil has six possible translations into 

English: .. 

Ya vas liubil; liubov yeshcho bit mozet 
V duslie moyei ugasla ne sovsem 

The semantic sense of this is any ~ne of the following: 

'· 

{ 

d"d } 1. 1 
love 

used lo 

(have) loved you: 

{
was } 
have been 

11 
loving 

(lhe) love perhaps in my soul has nor 
{ 

yel } 

slill 

I cooled } . 
ycr I gone out lOlally 

died away 

a model. What is crucial is the ability to recognize me ancrnau vcs wat 
are·availabie jn the original, the choices that can be found in the·targct 
language a~d the realization that choices foreclose others. 

•• I• ' ' 

2. It may be necessary to decide, one way or the other, whether we 

I 
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arc concerned with a material or a mental process. In some 
languages, the polyvalcncc (the multiple meaning) expressed hy 
cl1erche could not be retained if the language possessed two verbs; 
one for looking for something concrete and the other for looking for 
something abstract. Fortunately, in English, look for can serve bo1h 
ptirposcs. 

The syntactic synthesizer accepts both propositions: 

Actor Material Process Goal 
Scnscr Mental Process Phenomenon 

and, since there is an available structure in the FSS, by-passes the 
parser and outputs: 

s 
I 

p 0 
am looki11gfiir a 111ord 

into the writing system and we move on to the next representation. 
This is recalled from the semantic representation, complctr with a 

tag 'marked theme' which the stylistic synthesizer passes on through 
the semantic synthesizer (which retrieves the propositional content), to 
the syntactic synthesizer with the requirement that it should be suitably 
marked stylistically. The parser (not the FSS, since we agreed, at the 
analysis stage, that the marked order was not stored there) builds a 
1rnilnhlc 1':11!(lish sfl·11t·1111·t• l''lllivnlcnl lo the l•'1·l'11d1 11riµi11nl wliid1 

happens lo be syntactically identical: 

p s 
sai•s!wid the pod 

and is ;)asscd \lit to the writing system. 
The next representarion is not problematic as far as the pra~matir 

and semantic sl:l~t·s of synthesis arc concerned. What is diHicult is the 
selection qf ihc vcrl> form to carry the modality a11J, p:tnk uLufr 
dtffwutc, thr "'•l!!11l lu•1tt11. 

'j '~ ii~ -~ ft61C4!11~" "° ...W Jj Mwi40 .;,. ii. liU'~!W1.J ;u·a,ilahlc i,t. 
' .• f' 1, 

/ with the previous semantic representation. There arc no stylistic or 
l semantic problems with the clause; the syntactic structure will hr 
l mapped onto the semantic hy the parser and the re111ai11in~ decisions 
! will be lexical. 

.i, 
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the French original arid the uncertainty over the status of the process, 
material or mental: ' ' ': 

1. The time reference in the French text was unmarked for both 
tense and aspect, i.e. it is unclear as to whether it is present or past 
tense. and there is no indication whether the process is a habitual 
one or a progressive one. In some languages a single form can have 
even more time referents. Consider the first lines of the following 
brief Pushkin poem, where /iubil has six possible translations into 
English: . , 

Ya vas liubil; liubov yeshcho bit mozet 
V duslie moyei ugas/a ne sovsem 

The semantic sense of this is any ~ne of the following: 

{ d"d } 

u:cd lo 

(have) 

{
was } 
have been 

,, 
love 

loved 

11 
loving 

you: 

(lhe) love perhaps in my soul has nol 
{ 

yel } 

slill 

f cooled } . 
yl'I \ gone out tolally 

died away 

a model. What is crucial is the ability to recognize Lhc aitcrnauvcs U!at 
are·availabie in the original, the choices that can be found in the target 
language and the realization that choices foreclose others. 

·•) I• ' ' 

2. It may be necessary to decide, one way or the other, whether we 

I 
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are concerned with a material or a mental process. In some 
languages, the polyvalcncc (the multiple meaning) expressed hy 
d1erche could not be retained if the language possessed two verbs; 
one for looking for something concrete and the other for looking for 
something a/Jstract. Fortunately, in English, look far can serve horh 
puposes. 

The syntactic synthesizer accepts both propositions: 

Actor Material Process Goal 
Senscr Mental Process Phenomenon 

and, since there is an available structure in the FSS, by-passes the 
parser and outputs: 

s 
I 

p 0 
am looki11gfor a 11Jortl 

into the writing system and we move on to the next representation. 
This is recalled from the semantic representation, complete with a 

tag 'marked theme' which the stylistic synthesizer passes on through 
the semantic synthesizer (which retrieves the propositional content), to 

the syntactic synthesizer with the requirement that it should be suitably 
marked stylistically. The parser (not the FSS, since we agreed, at th~ 
analysis stage, that the marked order was not stored there) builds a 
1111i111hlc E11l(lisl1 ~tn1t.·ll1rt.• cq11ivnlc11t 111 the F1·t'11d1 11ri1d1111I ll'hicli 
happens lo be syntactically identical: 

p s 
Jr!J's!rnid t!ic pol'I 

and is ;lassed 011 to the writing system. 
The next representation is not problematic as far as the pragmatic 

and semantic sta~l'S of synthesis arc concerned. What is difficult is the 
selection q{ the v~r.l> funn to earn· lhc modality ;mJ, p;tnicu!:1rlr 
dlffwutc, ll1r "'•W•l ltrut11. 

'A'~ ji:Q-~ _,,~,.-~ ~ ...w '.lilw1io-.. • ~4-WLI ;u·a,ilahlc ._.. 
·-·!. 1, '· 

/ with the previous semantic representation. There arc no stylistic or 
i semantic problems with the clause; the syntactic structure will he 
1 mapped onto the semantic hy the parser and the remaining derisions 
! will be lexical. 

.i,,, 
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This gives us the overall schema for the poem and a complete 
semantic representation. 

Lexical items which realize the attributes of the mot have now to be 

found in the internal lexicon: 

_kmi11i11: fi:minim·; but the notion is one which applies to languages 
which have grammatical gender and is therefore a metalinguistic 
term. There is, nevertheless, no alternative that we can think of. 

~)'llabi·s: ~)'I/ables; also a metalinguistic term but more common than 
fiwi11i11e. 

I' 011 F: I' or F; also a melalinguistic term hut one known to nny user of 
English who knows the alphabet. 

muette: d11111h (literally) but, in this context, clearly, again a metaling­
uistic term; a written letter which is not pronounced, e.g. in muette 
itself: /mµet/ the orthographic 'c' is not pronounced in the .citation 
form (as found in a dictionary) of the word. Among the possibilities 
arc sile11t/1111sowu/ed/1mprono1mced letter. As before, in the case of soit, 
phonological considerations might well carry the day; let us hold a 
decision on this until more of the text is complete. 

·\l'/11110•111e: .\J'lllllO'lll"m; 11djcc1ivc from nnothcr metalinguislic term for 
which there appears to be no plausible single item alternative; we 
coulJ try the longer 1JJith the same 111m11i11g as of course. 

brisure: break or crack; derived from briser which has not only physical 
but medical and emotional connotations, e.g. to break rocks/heads/ 
hearls. 

disagrigatio11: dis11ggregt1tio11, n>e11theri11g (of stone), bm1J:i11g up, dissocia-

ti1111. 
sm1r111t: /t'amed, sdwlarfr, enulite. 
mrc: rart', 111111rnal, t'.ra-pti1111lll. 
1"11111/itions: wl/{liti1111s, rt'qt1iri:111c:nls, requisites, esse11tillls. 

We can, on this basis, produce a tentative translation of the whole text: 

Draft tm11slati1111 

. word' '.1 

f lllllSt l 
: "hould • 
· iug!·: t·, ( lil·: 

.1.h Ii.I J l needs to 

/) 

containing P or F, 

end mg letter . {with ) {a silent ) · 

in an unsounded 

{ 

. . k } { disaggregation } 
~rac wear rin 

and synonym<'US with or b kh.e g , 
break rea mg up 

dissociation , 

What we now have is the kind of ~isplay that might be exJ,~cted from 
a computer-assisted translation package. The ground has beep broken 
for us but there still remain a good many, crucially important, decisions 
for ~s to make; on sound patterns - whether we wish to replicate 
parallelisms for example - on layout and so forth, even after ~e have 
made a selection from the available lexical items. We do not intend to 
make these final decisions. We have decided (to use de Beaugrande's 
terminology) that this is, for us, 'a threshold of tmnination and are, 
therefore, about to stop.45 

2.3.4 Summary 

We have atti:mpted (and were possibly foolhardy to do so) in this 
section to put our theorizing into practice by translating a short poem, 
not because it was a poem but because it was short and seemed good 
fun! What emerged can hardly be hailed as a literary masterpiecl!; we 
did, after all, stop. before making most of the decisions where there 
were still options available. This was intentional; the whole object of 
the exercise was to show what questions needed to be asked and at 
what points. It was never our intention (though the temptation was, at 
times, almost irresistible) to provide final ~nswers to those questions. 

The next stage would be stylistic and, given the Jdnd of text we have 
been dealing with, literary and the decisions we would reac~ 'Yould 
depend very much on personal taste. In any case, the translation can 
never really be finished. Even as one 'completes' the 'firial' version one 
hears the tiny insistent voice saying: 'Hang on a minute; I've got a great 

ideal'46 

2.4 Conclusion 
This chapter b~s provided a model of the translation process and it is 
the modelling of that process which we believe to be the goal which· 
translation t~eory should no\v set itself as, indeed, we have.' 

rACULDADE os: LETRAS J UJMG 

lllLIOTECA 



! ' ~ 

i 

I 

I 

l 
l 
' ,, 
'! 

I 
''! 

;I 

~ ' 
~ . 

JI 

7 6 Translation and Translating· · • 

We have tackled three particular issues in this chapter: (1) the 
specification of translator competence (the knowledge and skills required 
by the translator in order to be capable of translating); (2) the 
presentation of a psycholinguistic model of the proces~. (a model which 
draws its inspiration from recent work in cognitive science, text­
processing and Systemic linguistics; all areas of knowledge which will 
be the subject of considerable discussion in later chapters); and (3) the 
application of the model to the monitoring of an actual translation; a 
brief poem by Paul Valery. · 

It must, however, be clear that the model and its application depend 
on insights from linguistics and cognitive science which have, so far, 
only been hinted at. We shall therefore be spending the rest of the 
book in providing this intellecttial underpinning for the inodel. We 
shall have to be, for example, far more explicit about at least 'five major 
topics: 

,'I• 

(a) 'm~aning' (word- and sentence-meaning); 
(b) the grammatical structures (the logical, griunmnlicnl nnd 

rhetorical systems of code options) which organize meaning and 
on which the communicator draws in producing and compre­
hending language; 

(c) . textual and discoursal structure (including the nature of 'text', 
>the components and rules governing speech acts and the 

, •parameters of stylistic variation in discourse); 
(d) ,the knowledge. and skills involved in processing texts (the 

recognition of text-types - or genres - and the skills of reading 
. and writing); and, finally, 

(c) the ways human beings process information (galher, store and 
recall it for use). i. 

It is the purpose of the remainde~ of the book to be explicit about these 
topics and to show how they ar~ relevant to both the practical concerns 
of the working translator and also to the more theoretical interests of 
the applied linguist. 
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Part 2 of this book is concerned with 'meaning', since it is 'meaning' 
~~~ ' 

the kingpin of translation studies. Without understanding what 
the text to be translated means for the L2 users the translator 
would be hopelessly lost This ~ why the translation scholar has 
to be a semanticist over and above everything else. But by 
semanticist we mean a semanticist of the text, not just of words, 
structures and sentences. The key concept for the semantics of 
translation is taltuil meaning. 1 

It is for this reason that the three chapters of Part 2, which constitute 
almost half of the 'book, are Central _;, in both the pJi}tsical I and the 
intellectual sense - to the goal of this book. In them our attention shifts 
from the psychological concerns of modelling the· process· to the more 
clearly linguistic as we tackle the key issue of meaning: · 

,i! ., •• ' l ' ! 'J .:·, 

(1) in terms of semantic sense; the domain of. traditional 
semantics at the level of the word and the sentence (in Chapter 
3) and in relation to propositional and clause structure (in 
Chapter 4) and 

(2) as social or communicative value; the domain of pragmatics 
in relation to the text and discourse (in Chapter 5). , · 

Specifically, Chapter 3 deals 
1 ~ith' what might be termed 'the. naive 

translator's view of meaning' (word.; and sentence-meanillg) 'and is 
divided into three sections which discuss, in order: 

'.11 • 

(1) three approaches to the study of word-meaning (reference 
theory, componentiid analysis and meaning postulates); 

(2) the notion of the thesaurus (which leads to a consideration of 
the distinction between denotative and connotative meaning), 
semantic and lexical fields and an examination of the attempt to 

\ 
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measure connotative meaning by means of the semantic 
differential; and 

(3) sentence-meaning in relation to such notions as 'truth', 
contradiction, ambiguity, anomaly, entailmew, implicature and 
presupposition, the crucial distinction between ullcrnncc, sent­
ence and proposition and, finally, the framework for setting 
communication in the 'real world'; situation and· context of 
utterance and the universe of discourse. 

In Chapter 4 we take the study of meaning forward by proposing a 
model of language which distinguishes three major types of meaning -
cognitive, interactional , and .. discoursal - made available to the 
communicator through a range of networks and systems of 
options.2 

The description is, thus, extended by focusing on the clause in 
three ways: (1) as representation (organized by the ideational 
macrofuiiction of language);· (2) · as exchange (organized by the 
interpersonal macrofunction); and (3) as message (organized by the 
textual macrofunction). ' ., . 
· This expands the notion of semantic sense considerably and in three 

ways: (1) by moving from word level and a narrow view of what is 
involved at sentence level to address the issu~ of the structure of the 
propositio.~ in terms oflogical relations within it- actor, process, goal 
and circumstances; (2) by focusing on the_ syntactic structure of the 
clause in tem1s of chain and choice and structures in the chain such as 
subject, predicator, complement and adjunct; and (3) by investigating 
the utterance in terms of both its information structure - thcme­
rheme (marked and unmarked) - and its cohesive linkages. 

In Chapter 5 we finally abandon the convenient fiction which 
coloured discussion in Chapters 3 and 4 (i.e. that the semantic sense of 
words and sentences can be studied in the abstract and without 
reference to the context of their use), to further our approach to the 
stud.)l of meaning by turning our attention to the investigation of text 
and discourse, through discussions of (a) s1a11Jards tJf(exlua/ity, (h) the 
realization of discoursal function through speech acts,· (c) the notion of 
regulative prinCiples of coope'ration which operate between communica­
Jors and, finally, (d) the formal structure and communicative functions 
of texts in terms of stylistic parameters; tenor, mode and domain of 
discourse. 

In short, Part 2 moves in its consideration of 'meaning' from rather 
traditional notions of word- and sentence-meaning, to a more specific 
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focus on meaning in the proposition, the sentence (or clause) and the 
utterance respectively and, finally, an outline of the pragmatic aspects 
of language in use; speech acts and text- and discoursc-strm:turc. 

N_otcs 

I. Neubert, 1984, 57; original emphasis. 
2. Halliday, 1985. 
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3 Word- and sentence-meaning . ' 

· .. 

The translator (and the second 1 language learner) may begin by 
believing that the major problem is the word; it may be that there are 
words in the text which are new to the translator and whose meanings 
he or she docs not know. However, it soon becomes clear that, 
although the meanings of words are problematic in themselves (there 
is no one-to-one correspondence 'between the items of one language 
and those of another), the greater problem is meaning which derives 
from the relationship of word to word rather than that which relates to 
the word in isolation. . , . 

Any act of communication (words organizeq into sentences and 
realized as utterances spoken or written) . is an event created by 
participants (speakers, writers, hearers, readers), set in time and space 
arrd, in an absolute sense, unique and unrepeatable. None the less, 
speech communities operate· on the assumption that situations recur 
and that particular selections from the language can be used again and 
again to refer to those situations (i.e.· there are language-oriented 
schemas), e.g. the English word cat can be consistently used to refer to 
the domesticated mammal felix felix. However, the fact that we have 
mentioned speech communities and an individual language indicates 
how culture-specific such assumptions and usages are and how 
essential it is for the translator to understand not only the obvious 
semantic sense of a stretch of language but also its communicative 
value. ,: 

Indeed, even the 'context-free' dictioQary definition of the meaning 
of a word actually rests on· an implicit assumption of some : kind of 
setting of use as part of a text; a text without a context runs the danger 
of having supernatural attributes assigned to it (that is what happens in 
one science fic;,ion story, where an ancient shopping list becomes a 
sacred scripture!). ·, .. 

That said and recognizing that there are, in fact, issues to be raised 
about the meaning of lexical items and sentences, we shall consider 

11 
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some alternative approaches to word-meaning and sentence-meaning 
and close by distinguishing utterance, sentence and proposition; a 
distinction on which the next chapter (Chapter 4; logic, grammar and 
rhetoric) depends. , , 

In terms of the model of translation we proposed in the previous 
chapter, we shall be concerned, initially, with the syntactic area of 
operation i.e. with the components of the syntactic processor as it 
'makes sense' of lexical itenis (see 2.2.2 and 7.2.2). 

3.1 Word-meaning: three approaches 
Among the possible ways ' of approaching the description and 
explanation of word-meaning (we shall come to sentence-meaning 
later in this chapter), three stand out as particularly interesting: (1) 
reference theory (which would express the relationship between word 
and entity in some terms such as 'word X refers to entity Y'); (2) 
componentia/ analysis (which would make use. of an analogy from 
chemistry - 'each word contains n number of atoms of n1enning'); and 
(3) meaning postulates (which would relate meaning to meaning through 
the conventions of set theory- 'a tiger isa mammal, isa animal', i.e. 'a 
tiger is a kind of mammal and a mammal is a kind of animal' or 'animal 
includes mammal, includes tiger': [[[tiger] mammal] animal]. We 
shall look at each of these approaches in turn. 

3.1.1 Reference theory , 

Reference theory seeks to provide the answer to the question: 'What is 
the relationship between the phenomena observed through the senses 
and the words that are used to refer to those phenomena?' There arc 
two traditional and contrary answers to the question which go back to 
Ancient Greece: (a) the link between the word and the 'object' to 
which it refers is a natural and necessary one which is determined by 
the structure of the universe (Plato's position) or (b) the connection is 
an arbitrary one constrained by no more than social convention 
(Aristotle's position). ' 

It is; unfortunately, clear that the first (naturalist) position cannot be 
O\>rrect; fu spite of the attested existence of such (English) onomato­
poeic words as cuckoo, hoot, ihud, tinkle and so forth, where the word 
'imitates' the sound. There is, clearly, no simple one-to-one rela­
tionship of word to meaning to object. 

Such examples of 'sound symbolism' are extremely rare and the 
overwhelming majority of words in ariy language demonstrate no 
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recognizable relationship whatsoever with the 'object' to. which they 
refer. Hence, the conventionalist would argue, the connectmn between 
the linguistic form of tl1e word and its referent is clearly man-m:~de 
rather than natural and constitutes a convenient system for labcllmg 
'objects' by means of arbitrarily assigned and socially accepted sig1~s. 

"Modern linguistics during the last hundrc.d years has take•~ as ~ts 
starting point in any discussion of meanmg the convcnt10n:1Iist 
acceptance of the need for the relationship between word a~d 'oh1~ct' 
to be an indirect one mediated by a concept (an assumption wlm:h 
underlies our discussion of the structure of the database of the 
long-term memory in Chapter 7, Section 7.2). 

Building on this assumption, de Saussurc1 provides a rather more 
explicit model of the relationship in which the Jin~ is shu,:n. lo. he 
between the linguistic sig11 and the 'object'. The relative soph1st1cat'.on 
of de Saussure's model is that it sees the linguistic sign itself as hcmg 
composed of two indivisible clements, the co11rtfll and the "mmtir imagr, 
which realizes it. This might be shown diagrammatically: 

An example of this, for English, might be the relationship betwc~n I h.e 
word 'tree' and the actual tree perceived by the senses wl11ch is 
ref erred to by using the word. We shall use single quotes for ~h~ wm~d, 
SMALL UPPER CASE for the concept and a phonemic transcnplmn lor 

the acoustic image: 

'Tree'"' 

The value of this for us is that it suggests ways in which we ran 
integrate linguistic models of the semantic and lexical structures of 
languages with psychological models of the conceptual structure of 
memory (sec Chapter 7) and thus show parallels between the fori~ial 
structures of languages and the psychological processes of pcrccptfllll 

and memory. I 
All very well, one might say, bu~ wh~t o~ the translator? Ooes t 1e 

translator store the same informatmn m different parts of memory 

I :i ,, 
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depending on the language? If so, it seems strikingly inefficient to have 
t~le s_an:ic concept represented again and again merely because its 
~m~ru!s_u: . realizations are different. If not, what happens to the 
md1v1s1b1hty of the sign on which de Saussure was so insistent? Not 
only docs this appear to be a substantial problem in relation to 
lransl:~tion and to bilingualism but also, t110ugh to a lesser extent, in 
nwnolmgual usage where lexical 'synonyms' occur. 

The problem, we would suggest, is a pscudo-problcm 2 and is, to a 
very larg~ degree, no more than an artifact of the modelling we are 
e~ga~e~I m. We susp~ct that t11e 'problem' derives from the difficulty of 
v1sualtzmg a three-dimensional object on a two-dimensional piece of 
P••pcr! In sh~rt, we now sec the sign in the bilingual mind as a 
polyhedron wtth the concept inside it and, on each of the faces an 
~ppro_priate realization in one of the lanbruages (sec Figures 3.1 and 3.2 
111_ wh1.ch the lingui~tic sign fo,r the concept 'tree' is used as an example 
with six languages tnvolved; Lnglish, Finnish, French, German, Italian 
and Russian). 

FIG! 11u: 3. 1 The concept 

Baum +--Puu 

Di:rcvo--.. Albero 
Arhrc 

; 
Tree 

, .. IGURE 3.2 The linguistic sign 

One advamage which this model has over the traditional t.vo­
dimcnsional one is that it helps to explain a phenomenon which 
translators find particularly annoying and frustrating; being not only 
u11a?Ie to recall_ the appropriate word in a particular language but 
findmg 01~~sclf incapable of recalling an appropriate word in airy 
h111gu'.1gc. I he polyh~dron has, as it were, rotated so as 10 present us, 
not wuh a face, but with an edge and has 'stuck' like that and what we 
tend to say, interestingly enough, is 'I can't quite see it'. How 

extraordinary that de Saussure should have talked of an acoustic image! 
The way out of this is to .imagine the use of some kind of coding in 
memory which allows us to 'call up' the container of the concept and, 
with the addition of an _extra digit or two which would 'rotate' the sign 
so as to show the correct face to the scanning device, resolve the 
'tip-of-the-tongue' difficulty we found ourselves in. 

The model, which is no more than that and contains no. mQrc 
complex or far-fetched an idea than that of international direct dialling 
(100), gives us some interesting clues about the way the translator (or 
the bilingual) recalls information from different languages from 
memory. . . 1 

However when we compare de Saussure's sign with the models of 
mental rep~esentation currently being developed by cognitive scien­
tists, it docs seem to lack much of the information both at the level of 
the 'concept' and the 'acoustic image' that we expect and need. We 
require, under 'concept', the kind of information provided by the 
encyclopedic entry and much fuller lexical information under 'acoustic 
image' (these issues are taken up again in Chapter 7). 

It is precisely in order to supply this information that we nee~ now to 
turn to the second of our two approaches to the description and 
explanation of meaning: componential analysis. 

3.1.2 Componentlal analysis 

The task of 'making sense' of chaotic and continuous sensory data 
requires (as we shall see in Chapter 7) processes of pattern recognition 
and, most importantly, the segmentation of the data into discrete, 
codable elements. This is as true of 'making sense' oflanguage as it is 
of analysing chemical substances. For example, for the chemist, water 
and hydrogen peroxide share the common components H and . 0 
(hydrogen and oxygen) but differ in the amount of oxygen they contam; 
H20 as against H 20 2, i.e. the 'meaning' of each depends on the 
components they possess and the way those components are orga­
nized. 

A very similar 'atomic' and 'molecular' approach to the description 
of word-meaning was developed in the · 1950s by anthropologists 
working on, among other topics, kinship systems3 and soon extended 
to other systems - colour categories, plant taxonomies, diseases, etc. -
and to semantics as a whole .. As a theory which sought to isolate 
universal scdihntic features (features which would apply in any 
language) componential analysis has been a disappoin~ent: But as a 
technique for descn"bing at .least part of the semannc system of 
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particular languages, it is still worth considering partifularly as a 
means of gaining insights into the sinillarities and differences between 
languages; insights which cannot but be of value to the translator and 
the language learner. It is in this spirit, viewing componential analysis 
as a technique rather than theory, that we shall outline it below. 

The essential assumption of componential analysis is that the 
meaning of a word is the sum_ of a number of elements of meaning 
which it possesses - semantic distinctive features - and that these 
clements arc binnry; i.e. marked as present or absent ( + or - ). 

We might take, as an example, a set of English words such as man, 
woman, boy, girl and show how a componential analysis can be used to 
specify the lexical entry for each, limited (for the time being) to 
semantic features which create dictionary-like listings. 

First of all, it is clear that the four words (or, more correctly, the four 
concepts they realize) do, indeed, form a set of items. They share the 
characteristic or feature human. Man and woman share the feature 
adult and man shares with boy the feature male .. For this set, these 
three features are sufficient to create definitions for each which 
distinguish them unambiguously; man = 'human, adult, male', etc. 
The lexical entries would be: 

man 

[

+human] 
+adult 
+ male 

woman 

[

+human] 
+adult 
- male 

boy 

[

+human] 
- adult 
+male 

girl 

I , t. 
[

+:human] 
- adult 

, - male 

However; a fuller entry for the item would include: (a) its prommciation 
(an6; if the language has an orthography, its written form as well); (b) 
syntactic information - the form class to which it be!.. (noun, verb, 
etc.); whether it is countable if it is a noun or trar· if it is a verb, 
etc.; (c). any significant morphological infimnat· if it has any 
'irregular'; forms; and (d) its semantic smsc: :cation of its 
conceptual cohtent. Filled out in this way, c f)uld include 

,, 

I. 

! 
I' ;. 
i! 
I ,. 

i: 
! 
I 

Word- a11d sentena:-111e1111iri~ 89 

both clements of de Saussure's linguistic sign - acoustic image and 
concept - and, in addition, syntactic information which would he 
essential if the word were to be involved in the creation of sentences 
and used for communication. 

Modified in this way, the entry for 111t111 might he as follows: 

man lm<Enl 
'man' 
noun 

+ COUii! 

plural = /men/ 
+human 
+ adult 
+male 

How much phonological and syntactic information should he 
included in each lexical entry? In psychological terms, if the database is 
to provide enough information for the production and comprehension 
of grammatical sentences, each conceptual address will have to provide 
adequate information on the pronunciation, grammatical features and 
meaning of the item stored there. Whal, though, is 'adequate'? I' art of 
the answer to this lies in the structure of the language in question. 

In the first case (pronunciation), supra-segmental information will 
need to be included in addition to segmental (i.e. vowels and 
consonants) in languages where (1) word stress is variable in 
polysyllabic words (e.g. English /'permit/ [noun] versus /per' mit/ or 
Italian /'porto/ I cart)• [present tense] versus /por'to/ I carried [past 
tense]) or (2) where lexical items arc distinguished hy tone as in 
Chinese, e.g. /l:m/ with a high rising tone blue versus /Ian/ with a low 
fall-rise; lazy. 

In the second (grammatical class), a number of distinctions would 
have to be included such as (1) abstract versus concrete, cou11talik 
versus non-countable, gradeablc versus non-gradeablc for English, as 
would (2) grammatical gender for languages such as French and 
German and (3) morphological information for agglutinative or 
llexional languages sud1 as Turkish and Arabic respectively. ,. 

!" I' In the tl1ird (meaning), it is not only denotative but al'io connotative 

I. · meaning that needs to be stored, presumably as part of the individual's 
encyclopedic knowledge and mainly in the conceptual memory (!he 

I distinction is made between conceptual and episodic memory in 
Chapter 7, Sc(.: •n 7.3.1). Suffice it to say that somewhere and 
somehow in '"" :rm memory there must be a system which allows 
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lcxkal items to interact with each other, with the grammatical 
r~sources of the language and with encyclopedic knowledge, other­
wise, the ~ommunicator would have no means of producing or 
understanding grammatical sentences or appropriate utterances and 
we all, clearly, do both on a vast scale. 

F1:om the transh~tor's point of view, componential analysis has 
considerable attractions as a practical technique even if. as we shall 
show b~low, it suffers from a number of defects as a th:ory. 

Consider the problem of lack of fit between the lexical items of two 
languages; an issue which continually faces the translator i 'I' k ti d"ffi 1 · . a c ic 
1 cu ty of translating the German noun Uhr. Without help from the 

con~ext, th~ translator cannot know whether the appropriate English 
~qmvalcn~ 1s ~1atch or .clock or, even, hour or time (die Uhr ist . .. = 'The 
lime is ... ). l·.urther, 1f the translation is into French, terms for no less 
than three kmds of time-keeping devices arc available - montre 
(watch), lwrlogc •~ntl pe111/11/e (both of which arc equivalent to 'clock') -
plus the translation heure, as in quelle heure est-ii? ('what tim · ·t;i) 
Cl I h I . I c IS I •• 
. car y, t e c~1ca ent~ for lJ_hr does not contain 'size' as a significant 
component as Jt must m English to distinguish n•atch from dock and in 
French to distinguish lwrloge from pendule. 

There are t\~o major problems with componcntial analysis, both of 
which. reduce •.ts usefulness: (I) that the 'fca! i:res' proposed for the 
analysis of any Item are arbitrary - not, in itself; necessarily a problem 
- . a~d, hence, what may be criteria I for one user may turn out to be 
t_nvtal or sccont~ary for another and (2) the binary nature of the 
features (1~osse~ston or n.on-possession). This limits the application of 
the .111alys1s to Hems wluch arc clearly distinguishable in such terms 
and wa.kes it .diflicult to create satisfactory lexical entries for several 
catcgones of item. Those which: 

(1) belong to 11111/tiple rather than binary taxonomies - metals for 
example: gold, silver, tin copper lead zt"nc · ' , , , ... , 

(2) .ire in !1ierac/1ical relationships with each other - measuring 
scales, for example: inch foot y·1r<l · , , ' ... , 

(3) "ver/11p - house, home, dwelling-place or share and divide; 
(4) relate to each other by reference to some ttss11111i:tl 11on11 - short 

and tall or hot and cold. 

For the translator, each of these is (potentially, at least) significant. Do 
~isers. of ~oth languages, for example, categorize the same metals as 
precwus · ~low do they perceive units of measurement - time, space 

volume, weight, etc. - or distinguish, for example, house from home? 
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What norms do they use; is 1.5 metres tall or short? is 25C hot, warm, 
cool or cold? : 

A partial resolution of these problems can be found in the notions of 
the semantic or lexical field and collocation between items (both the 
subject of Section 3.2.1. of this chapter) and in the third of the 
approaches to meaning: mc_aning postulates. · · · . · ! · 

' '!1 
3.1.3 Meaning postulates , ., • I 

A fundamental problem for the translator is that the relationships of 
similarity and difference between concepts (and the words that express 
them) do not necessarily coincide in the languages involved in the . 
translation. However, it is not difficult to express such relationships for 
a particular language in terms of simple set theory and the key notions 
of inclusion and exclusion; the first focusing on what concepts have 
in common; the second on what distinguishes them. · 

W c can isolate three key types of relationship between concept and 
concept (and, therefore, between word and word). · · · 

At one end of the scale we place inclusion (hyponymy) and at the 
other exclusion (antonymy). As m!ght be expected, between the two and 
exhibiting features of overlar - : .irtial inclusion and partial exclusion -
we find a middle term: syr.o -, '.uy. .. '· 

(a) Hyponymy (c) Antonymy 

8C®00 
The first of these, hyponomy, involv~s total inclusion; one concept 

(or the meaning of one word) is included in another. For example, 
animal includes tiger or wine includes hock, i.e. distinguishing example 
from class or in traditional terminology, the subordinate (hyponym) 
from the s11p;rordinate (each illustrating the two isa relationships 
discussed in Chapter 7, Section 7 .2.2 and Appendix 2). 

Naturally, where systems are in agreement, hyponymy presen~s no 
problems for the translator. The ~ifficulties start when ~ey .diffe~. 
Consider, for example, Dr Johi1s~n's famous inclusion m his 
dictionary of oats 'within the class food for animals ra~er than food J:ir 
men or, even in conteipporary dictionaries, foxhuntmg or bullfighting 
within the class sport. 
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The · second, synonymy, is particularly problematic, since it 
involves overlap rather than total inclusion or exclusion and assumes 
that, in principle, either item may be selected, in any context. Absolute, 
100 per cent synonymy is, as might be expected, very ~jlrc and perhaps 
impossible, since it would require each itein to be totally interchange­
able and collocate not only with the same sets as the other but with all 
members of those sets. Two close English synonyms - hide and conceal 
- illustrate this. 

Leaving aside the fact that hide can also be a noun and assuming, 
therefore, · that · both are verbs, we find the two to be virtually 
interchangeable (though the game of •conceal-and-seek is clearly 
unacceptable!), except for correlations with less formal and more 
formal style respectively, i.e. it is the context of use rather than the co-text 
of usage which constrains the selection between them (sec Chapter 5 on 
discourse parameters). · I 

If there are, as we suggest there are, problems associated with 
differences in conceptual class organization betw~en languages, there 
must, necessarily, be even more intractable problems where overlap is 
involved. 

The Italian canale includes twci concepts which are distinguished in 
English- canal and channel- by, in componentiat terms, the distinctive 
feature [artificial] which is [ +] in the first case and [-] in the second. 
Presented with the statement by the Italian astronomer Schiaparelli in 
1877 that he had seen a complex network of 'canali' on Mars, it was 
only a matter of time - a mere three years - before these 'canals' 
provided the rationale for the first story about an ancient (extinct?) 
Martian civilization; a inythos which has spawned countless science 
fiction stories over the last century or more. 

Equally, what is a translator to do with the English, French and 
German terms for areas covered by trees? What is included in what 
and what are the overlaps in the series sapling, tree, wood, spinney, gruve, 
thicket,'forest or arbre, bosquet, bois, farer, all of which refer to areas 
covered by trees (beginning with a single tree, of course) but the extent 
diffeclfroin term to term; Wald certainly seems to be larger thanforet, 
for eXainple. It would, as translators ai:e well aware, be simple (and 
rather: .lmrevealing) to proliferate enmples of this kind. 
I The third, antonymy, concerns exclusion rather than inclusion 

and,; as. lnif ht be expected, . exclusion involves a number of 
relatidnships which earl be illustrated by considering the fqllowing 
words:.:' 
1. true - false 
2. gold - silver - copper - iron - tin . .. 
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3. large - small 
4. teacher - student 
5. 011e - two - three - fi111r . .. 
6. become - sl<!)'lre11111i11 

It is clear that each word is not only in contrast with the rest of the 
wards in the set but also that some sets consist of items which arc in 
opposition and that, of tl1ese, some are gradeable opposites.<> 

Each of these examples serves to distinguish six major types of 
opposition: (1) taxonomic, (a) binary, (b) multiple and (c) hierachical; 
(2) polar; (3) relative; and (4) inverse. 

1. Taxonomy: sets of items which display oppositions which arc: 
(a) binary, where the pair of items makes up the complete set and 

arc mutually exclusive in the sense that it would he contradictory 
to nssert one 1111t! the other. Logic dlctntes 'If .r, 1hc11 not f. 
If a statement (or, better, 'proposition'; sec 3.3 on 'sentence 
meaning') is true it cannot also be false. If we assert that 
something is 'dead', it cannot also be 'alive'. If we declare 
someone to be 'male', he cannot also be 'female'. 

(b) multiple, where there arc more than two items in the set hut 
the order of the items is in no way predetermined. Contrast a 
list of 'hats' (beret, boater, bo1111et, b0111ler, cap, J/0111b1irx, fet!om, 
skullcap, sombrero, top-hat, trilby, etc.) with a list of 'units of 
measurement' (i11ch, foot, yard, mile/millimetre, ce11ti111ctrr, 1wt1c, 
kilometre, etc.). 

(c) hierarchical, where items are arranged as an organized 
taxonomy which may be open-ended (e.g. numbers, colours) 
or cyclic (e.g. days of the week, months of the year). 

2. Polar: where the contrasts are placed at opposite ends of a scale 
such that each is distinct from the other hut the degree of 
distinctness is gradcahle. For example, while we cannot say (except 
figuratively) 'he's more alive' or 'this gold is golder than it was', we 
can say 'it's hotter than it was' referring, implicitly, to intcn11cdi:11c 
terms such as cool or tepid. 

3. Relative: where there arc converse relationships between the items, 
such as asymmetrical social roles (doctor-patie111), kinship terms 
(son-daughter) and even temporal and spatial relations (b1fore-a_/ifr, 
Ul..'el'-1111tftr). 

4. Inverse: where the terms can become perfect synonyms of each 
other, if (i) one is substituted for the other and (ii) the negative is 
moved. For example, some and all: 
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Some students do 1101 study linguistics 

Not t1ll students study linb'l.listics 

From the translator's point of view, taxonomic oppos1t10n (binary, 
muhiplc or hierachic•tl} •tppears to present no major prohlcms, since 
the items either are or are not part of the same set (in a particular 
language used by a particular speech community). 

The difficulties arise with polar and relative opposition where the 
relationships are more culturally bound and variable. Kinship is a good 
example of this. Many languages provide one set of distinctive terms 
for relatives on the father's side which contrast with those on the 
mother's e.g. in Hindi and Urdu, grandparents are distinguished 
between father's father and mother (dadii and d1id1) and mother's 
father and mother (11tinii and mim). While Italian, in contrast, makes no 
distinction between 'brother's/sister's son' (i.e. nephew in English) and 
'son's/daughter's son' (i.e. gra11{/so11 in English); both arc 11ipote. 
Indeed, we would be wise to avoid ethnocentrism, imagining that 
English is, somehow, more 'logical'; consider the care with which we 
distinguish the sex of brother's and sister's children (nephew and niece) 
but arc, apparently, unconcerned about the sex of parents' siblings' 
d1ildren; all arc cousins. 

Time rciations are equally variable. In Hindi and Urdu, for 
example, the lexical item aj realizes the concept 'today'. The single 
item, J:al, however, refers to both 'tomorrow' and 'yesterday' and, 
similarly, the single lexical item, persii, realizes both of the concepts 
'1hc day after tomorrow' and 'the day before yesterday'. Clearly, the 
transbtor would lind this far easier to grasp if the meaning of the 
terms, rather than their English equivalents, were given here. A 
simpler model would be that, on a time scale taking the present to be 
zero: 

Term Days from present 

aJ 
J:a/ 
persa 

0 
± 1 
±2 

I lowever, as we shall sec in the next section, even the seemingly 
straightforward taxonomy turns out, on investigation, to be far less 
certain, even in a single language. 

3.1..t Summary 

In this section, we have made a start on explaining word-meaning and 
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worked through three progressively more sophisticated approaches or 
models. :! 

The first approach we considered was reference theory whic~~ as we 
saw, is of great antiquity and regards the relationship ~etwe~n the 
meaning of a word and the entity which realizes that meanmg as on~ of 
straightforward reference, i.e. the word refers (O or stands for the entity. 
The word is to use a different tenn, a sign and it is the notion of the' 
Saussurean imguistic sigri which lies at the foundations of linguistics in 
this century. We make use of a modification of the traditional linguistic 
sign to discuss the nature of the sign in the mind of the bilingual. 

The second approach - componential ana!Jlsis - attempts to ektend 
the usefulness of the sign by building up lexical entries which consist 
of semantic and lexical (grammatical, in a ~road sense) distinctive 
features which are binary in fonn and listed as either present or absent. 

The third approach - meaning postulates - goes beyond · the 
specification of the binary components of the individu.al lexical e~try ~o 
one which allows us to begin modelling the groupmg of entnes m 
terms of their sharing characteristics - hyponymy,. synonymy, 
antonymy - and leads us towards the concerns of the next section; th_e 
further extension of the notion of linkages between words (and their 
meanings) both in the form of semantic fields and beyond the 
denotative to connotatjve meaning. 

3.2 The thesaurus 
What we hav~ considered so far ;.... reference theory, componential 
analysis and mc:ining postulates - provides only part 'of the explanation 
of word-meaning. What.is missing is the recognition that one word 
can, so to speak, 'call up' another, since concepts (and words) are n.ot 
stored in memory in a random manner but in a way which per~mts 
linkages to be created between them to both increase the efficiency.of 
the storage system itself and to facilitate reca~l and retrieval (a~ we shall 
demonstrate in Chapter 7, Section 7.3.3). . 

The thesaurus provides us with a inod~I for storing groups of~?rds 
(and phrases) in a number ?fways: where they are (a) ?°on~~?~ (b) 
antonyms or (c) related in other w~ys. As an advance m lexicography 
and indeed in semantics, Roget's 17zesaurus (1852) was much ahead of 
its ;ime. The inJfntion of the author was ~o produce: 'a system of 
verbal classification ... a classed catalogue of words'.

7 
, . 

The preface to the 1879 edition' (th~ revisions ha~ng b~e!1 ~arrie~ 
out by the original author's son) ~~ even more enbgh~emng sm~e it 
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appears to recognize the essential fuzziness of lexical systems (an issue 
which will engage us considerably later): 

Any attempt at a philosophical ~rrangement under categories of 
the words of our language niust reveal the Yact that it is 
impossible to separate and circumscribe the several groups by . 
absolutely distinct boundary lines. 8 

. 

This was turned to advantage in the1 Thesaurus by not only creating 
listings of words and phrases 'according to the ideas they express'9 but 
showing the linkages between groupings. A typical entry illustrates 
this: ·, 

I I 

optimism n. hopefulness, ... HOPE, ··CHEERFULNESS, 
encouragement, brightness, enthusiasm; confidence, assurance. Ant 
PESSiMISM. . 

The items in upper case (HOPE, CHEERFULNESS, PESSIMISM) 
provide cross-references to additional entries, e.g. HOfE lists (i) 
nouns (44 items in four sub-groups), (ii) verbs (36 items in four 
sub-groups) and (iii) adjectives (28 items in two sub-groups) plus the 
antonym 'dejection'. 

The thinking behind the Thesaurus is highly ori~nal and the notion 
of classification on a semantic basis derives, as the author tells us, 
explicitly from the taxonomies frequent at the time in the sciences: 

The principle by which I have been guided in framing my verbal 
classification is the same as that which is employed in the various 
departments of Natural History. Thus the sectional divisions I 
have formed, correspond to Natural Families in Dotany and 
Zoology, and the filiation of words presents a network analogous 
to the natural filiation of plants or animals. 10 

From our point of view, the The$aurus is not only interesting as an early 
attempt 10 group lexical items on a seitiantic or conceptual basis rather 
than put them (as dictionaries did arid still do) in alphabetical order but 
also that it was intended to fomi the basis of a Polyglot Lexicon which 
foreshadows the multilingual· terminology databases which arc now 
becomiiig so common in translating:~ Roget was clearly well-aware of 
th~ value of such a lexicon claiming, justifiably, that nothing else 
would: 'afford such ample assistance to the translator.'11 

This takes us a little further in our attempt to specify the nature of 
word-meaning but there are still unresolved issues. We have moved 
beyond the constraints of binary componential analysis and can now 
See that it is the JHl'iSCSSiOn of shared Semantic Characteristics that 
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accounts for the occurrence of each of them under the same thesaurus 
heading. 

For example, it is the characteristics (a) animate/human ngcnt, 0l) 
use of legs, (c) sequential movement of legs, etc., in such lexical i tcms 
as hike, march, p11(e, parade, prommadc, ram/Jle, ,fa1111/t'r, step, stmll, tmmp, 
lf"ead which places them all together under WALK. Nevertheless, it is 
no simple matter to put our fingers on exactly what it is which 
distinguishes them or how they differ from a set such as crawl, jump, 
nm ... with which they share a good many semantic characteristics. 

It is for this reason that we need an extension of the thesaurus 
model: the lexical or semantic field. 

3.2.1 Lexical and semantic fields 

A lexical or semantic field is broader in scope than the thesaurus, since 
it links words to words not only in terms of (1) meaning postulates such 
as synonymy, hyponymy and antonymy but also in terms of (2) syntactic 
occurrence (collocation) and (3) phonological characteristics: i11i1ial 
sound, rhyme, etc. 

While the third similarity - sound - clearly has great relevance for 
speech-comprehension (and, many psychologists would insist, 
reading-comprehension as well) and for stylistics in the description of 
poetic language, more germane to our present concerns arc the first 
and second: meaning postulates and occurrence. 

Since we have already discussed the first of these (in Section 3.1.3), 
we shall comment briefly on the second (collocation) before outlining 
two approaches to the construction of lexical and semantic fields. 

Similarity of occurrence - ml/omtir111 - is the h:1sic lim11:il 
relationship in lexis: the chain (or syntagmatic) relationship bctwl'en 
items (sec Chapter 4 on chain and choice). A word tends to occur in 
relatively predictable ways with other words; certain nouns with 
particular adjectives or verbs, verbs with particular adverbials, rte. 
Chomsky's famous sentcncc12 

colorless green ideas sleep furiously 

shows how the selection of items from incongruous sets leads to 1he 
breaking of collocational constraints and expectations and turns an 
otherwise perfectly normal grammatical sentence, made up of equally 
normal individual lexical items, into one which we cannot accept. In 
contrast, we could keep the same syntactic structure and create an 
acceptable sentence by making appropriate selections which collocate 
to our satisfaction: 

homeless black cats mew pitifully. 
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perhaps explain the difference between them. 13 

Any discussion of word-meaning inevitably involves the relating of 
concepts (the result of perception and its org;mization in the long-term 
memory) to lexical items (units which form part of the structure of the 
linguistic code). The distinction between a lexical field and a semantic 
field can be traced back to the point of deparhtre of the descriptive 
process: the lexical item or the concept. H. 

Om own approach in this chapter has been to focus on the elements 
of meaning contained within lexical entries and the extent to which 
such clements arc shared between concepts which arc, it is true, 
realized as lexical items. 

What must come next is a move from word-meaning to scntcnce­
meaning hut before we move on to sentence-meaning, we should 
cxtc11J the discussion of word-meaning by exanrnung meaning 
contr;1sts of a connotational (aff cctivc) rather than a denotational 
(refcr.::ntial) kind. 

3.2.2 Denotation and connotation 

We have, so far, been implying that all aspects of word- and 
sentence-meaning arc objective and shared, i.e. that this type of 
meaning is limited to the referential or cognitive. However, as we shall 
sec, this is not the case and for t\vo reasons: (l) the boundaries 
hctwci:n words nnd their mcnnings tum out - in spite of what the 
dictionary would have us believe - to be fuzzy rather than precise, and 
(2) this applies at both the denotative and the connotative levels. 

If ;his is the case, the notion of there being a single 'correct' reading 
for a text becomes most unlikely and the possibility of 'preserving 
sem.antic an<l stylistic equivalences' in the course of translation - one 
of the generally expected duties of the translator - less and less 
plausible as a realistic goal to aim at. We have, indeed, recognized this 
when we defined the semantic representation as containing 'the 
whole of the thought expressed in the clause as apprehended bj1 the 
rL"1ula' (in Chapter 2, Section 2.2.2). 

We have just used the terms denotative and connotative in 
rchu ion to two aspects of meaning and now need to distinguish clearly 
benvecn them. 

The first ref crs to meaning which is referential, objective and 
cob'11itivc and, hence, the shared property of the speech community 
which uses the language of which the word or sentence forms a part. 
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personal, may or may not be shared by the community at large. For 
example, the denotative meaning of the item ilo;; in English is 
straightforward and common property (so to speak). The connotations 
vary from person to person, extending, no doubt, from servilef 
dedication to the well-being of the. species to utter abhorrence and 
from society to society; the connotations of kelb for Arabs are likely to 
be more negative than those for dog for English-speakers, even though 
the denotation of the two words is identical. · 

It is important to recognize that virtually all words possess both \ypes 
of meaning and the few exceptions to this appear to be words which are 
not 'full' lexical items ('words' in the sense of nouns, verbs, adjectives, 
adverbs) but grammatical operators such as the, and, may, etc., which 
possess little denotative meaning and certainly, as individual items, no 
connotative meaning at all. 15 .On the other hand, items like democracy, 
Juve, patriotism, etc., seem extraordinarily difficult to define in objective 
terms and are clearly highly emotionally charged. ' · 

It might appear from this that denotative meaning is relatively simple 
to describe, at least where the words involved do not refer to abstract 
notions but to concrete or easily visualized objects, processes or 
relationships, and that.the description of connotative meaning, being 
personal, is impossible. i ' · 

There is a degree of truth in this but, as we have just sugges~ed, 
even denotative meaning is not wholly shared by members of the 
speech community. Experiments have shown16 ~at native 'speakers of 
the same language do not agree totally even on the referential use of 
terms for such everyday objectS '~{cups, mugs and beakers;· the 
semantic boundaries between words turn out not to be clear and sharp 
but fuzzy. How is it then that the individual members of the speech 
community are able to communicate at all Wi~ each other O~t alone 
translate from one language to another)? To: explain this seeming 
paradox requires us to postulate the existence of shared concepts 
(stereotypes and prototypes); an issue··. which will be taken up later 
(Chapter 7, Section 7.2.1) during the discussion of knowledge in 
relation to human information-processing and mem~ry. · ,: 

The boundary lines within thb cup-mug-=-beaker taxonomy for a 
particular individual are binary (a cup is not a mug; a mug is ~ot a 
beaker) but, for,the community,. these objects are arranged in a 
multiple rather than a binary manner which makes them more akin to 
the 'hat' Set than to the 'units of measurement' Set of OU~. earlier 
example. ,'l. ;•, 
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To leave the consideration of meaning, even at word;.level, nt this 
point would be to miss its impommt subjective and personal aspects. 
The words we use and the sentences we embed them in do not merely 
'refer' to concepts. For each of us the w6rds ~e choose have 
associations which mean something particular to us as individual users. 
They have meanings which are emotional or affective; the result of our 
own individual experiences which are,' presumably, unique and may 
not form part of any kind of social convention such as we suggested as 
a constituent of the arbitrary relationship between word and 'object'. 

It is to these connotative, affective aspects of meaning that we now 
turn. 

3.2.3 Semantic differential 

Difficult , though the measurement of connotative meaning is, a 
technique has been developed by psychologists interested in the 
structure of memory; the semantic diff erential.17 Using this, the 

·connotative meaning of a word is arrived at (for each inClividual) by 
means of fifteen 7-point scales consisting of a range of bipolar 
adjectives (e.g. good-bad, etc,) expressing three factors or dimensions 
(evaluation, potency and. activity) and judged -on a 7-point scale 
running from +3 through 0 to -3, i.e. from the strongest positive 
associatio~ through neutral to the strongest negative association. Thus, 
a score of +3 on the good-bad scale can be read as 'extremely good', 
while -3 on the same scaie is read as 'extremely bad'. Naturally, 0 on 
the scale is read as 'neither good nor bad'; the distinction might be, for 
a particular informant, rating this word/concept, irrelevant. 

Although, of necessity, connotative meanings arc personal (and not 
necessarily shared by. other members. of the speech community) and 
the semantic differential techniqu~ collects them one at a time, there is 
the possibility of amalgamating an i.Odividual's profiles for a collection 
of words and producing a picture of part of a semantic field and, 
indeed, 'doing the same for groups ~ho share significant sociological 
and/ or. psychological characteristics.· 

The procedure for applying .the .semantic differential consists of (1) 
the individual subject rating a word;-.cat, baclielor, democracy - and so 
foJ't4 on~ each. of th~ parameters listed above, (2) the investigator 
combinin~.each of these, ratings to <;reate a profile for that word for 
that. imli~~ual and (3) grouping the adjectives under one of ·three 
dim~nsions'r;:•: . . ' 

Evaluatlon: good-bad, dean-dirty, fresh-stale, pleasant­
unpleasant, beautiful-ugly 
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Potency: 

Activity: 
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i;lronic-wcnk, lnricc-smnll, lmul-soli, ht·nvy-li1d11, 
bright-dark 
active-passive, tense-relaxed, hot-cold, fast-slow, 
soli<l-liqui<l 

and thereby plotting the individual's distribution of the meaning l'f a 
" word in the three dimensions of (connotative) semantic space and 

providing some objective support to the 'intuitive' feelings that we arc 
likely to have about particular words or concepts; feelings which 
constitute part of our encyclopedic, stereotype knowledge (sec Chapter 
7 on this). 

As an example, we shall give one subject's ratings for the words 
bachelor and spinster and show the difference between them in terms of 
the 'scores' on each of the three 5-parameter dimensions listed above. 

BACHELOR SPINSTER Dimensions 
good-bad +2 +3] clean-dirty +l +3 
fresh-stale +3 +3 Evaluation 
pleasant-unpleasant +3 +2 
beautiful-ugly +l +l 
strong-weak +2 +I] large-small +l -1 
loud-soft +2 -2 Potency 
heavy-light +l -2 
bright-<lark -1 +I 
active-passive +2 -] tense-relaxed -3 -I 
hot-cold +3 +l Activity 
fast-slow +l -1 
solid-liquid +3 +3 

Scores 011 earh di111msio11 

BACHELOR SPINSTER 

Evaluation +9 +12 
Potency +5 -3 
Activity +6 +I 

It is clear from this that, on the evaluative dimension, this informant 
rates bachelor fairly high (9 out of a possible maximum of 15 and 
averaging just under +2), though not so high as spinster (12 out of 15 
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a~J averaging almost + 2.5), and that bachelor is ratc<l comparatively 
higher on both potency and activity than spinster is. 

This manifests itself in judgements to the effect that spinsters arc 
subst.mtially 'better' and 'cleaner' than bachelors but not quite so 
'pleasant'. Conversely, on the dimension of potency, spinsters come 
out as significantly less 'potent' than bachelors; they arc not so 'strong' 
as bachelors, being 'smaller', 'softer' (i.e. 'quieter') and 'lighter' (in 
weight) than them but being as 'bright' as they arc '<lark'. In terms of 
activity, the lower score for the spinster derives from their being 
11sscs~ed as much less 'nctivc' - tending townrds the passive - and less 
'relaxed'. Equally, spinsters are also rated as 'colder' and 'slower' but 
just as 'solid' as bachelors. 

S~bjc~t~ve, though t_hcsc judgements arc, they <lo seem to support 
our mtmt1ve expectat10ns about the stereotypical bachelor or spinster 
e:\"fll'ctations which may {but do not necessarily have to) form part of~ 
shared set of community-wide (or merely group-wi<le) associations 
and values. 

For the translator, it is this potential of the semantic differential 
which is most attractive. What the translator continually needs are 
specifications of the connotative word meaning systems of individual 
writers, speech-communities and different languages. What the 
scm.mtic differential can offer, then, arc comparative sociolint,'llistic 
studies of the evaluation of lexical items by individuals and cross­
cultural studies of the same kind, some of which have already been 
carried out. 18 

3.2.4 Summary 

In this section we have been extending our initial approaches to the 
description and explanation of word-meaning in two ways. First, we 
went beyond the denotative senses of the individual lexical item to 
models which indicated ways in which items are linked together to 
form 'fields' of related words and concepts and, second we 
distinguished denotation from connotation and outlined a mea~s of 
tapping connotative meaning. 

Perhaps the most significant message in this section for translation is. 
the recognition that the essential characteristic of the lexical systems of 
languages is not precise boundary-marking but fuz:.dness and that it is 
the inherent fuzziness oflanguagc which presents the most formidable 
ob~taclc to the translator. 

\: 'h~t _remains to be done is to shift our attention from the meanings 
of md1v1dual words to those of sentences, recognizing that words 
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cannot really be described other than within the sentence; the words 
we have been discussing have all, in reality, been abstracted from 
assumed. (though not explieitly specified) sentences. We must now 
return the words to their proper setting and discuss sentence-meaning. 

3.3. Sentence-meaning 
The goal of semantics, in the view of the majority of linguists; is (1) to 
show how words and sentences arc ~ ••. related to one another in terms 
of such notions as "synonomy", "entailment~ and "contradictipn"'

19 

and (2) to ' ... explain how the sentences of (a) language are 
understood, interpreted and related to states, processes and objects in 
the universe'.20 ' · · · 

Clearly, on this, translators' -~nd linguists are in substantial 
agreement that both orientations to the description and explanation of 
'meaning' are necessary: an understanding of (1) the relationship of 
form to form within the code and also (2) that of the formal structures 
of the code to the communicative context of use. Of the two, the 
translator particularly needs the second. 

3.3.1. Words and se~tences 

Part of the aim of the earlier discussion of word-meaning was to show 
relationships of inclusion and exclusion between concepts and, hence, 
between the }VOrds which express them. Similar relationships can be 
found (as might be expected) between sentences. 

The next step is to use the notion of equivalence (one of the key 
concepts" in translation theory) to relate one sentence to another and to 
recognize that word-meaning can only be arrived at'through the study 
of the meaning of the word in the linguistic co-text of the sentence and 
that sentence-meaning depends, just as crucially, on the setting of the 
sentence in its communicative context (a point which was raised at the 
beginning of this chapter and will be ta~en up again in 3.3.3). 

We shall be making a number of important points. about 'sentence­
meaning' in comparison and in co~trast with 'word-meaning' by using 
the term 'sentence' in an informal everyday inanner and by lea'.vi~g the 
critical distinction between utterance, sentence and proposition until 
Section 3.3.2. , . 

Faced by a tch, the reader (and,- therefore, the translator) has to 
cope not only with the semantic sense of the words (the focus of the 
earlier parts of this chapter) but also the 'meaning' of the sentences. 
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The reader needs to be able to work out whether what is stated in a 
sentence is true or false, whether.it possesses a single meaning or is 
ambiguous and, indeed, whether it. 'makes sense' nt nil. 

·Equally, skilled reading (an· undeniable prerequisite for skilled 
translating) also depends on seeing relationships between the sent­
ences of a text by making inferences about such relationships. After all, 
the 111hole of the 'meaning' of a text is not (and cannot be) spelled out in 
actual written sentences. Some sentences entail other sentences, some 
suggest lmpliCAtions, others depend on presuppositions the writer 
makes about the reader's knowledge and expectations. . 

Sentence-meaning, like word~ineaning, can be approached initially 
through the notions of inclusion and exclusion and the discovery of the 
sentence level equivalents of hyponymy, synonymy and antonymy. 
We might begin by considering.some examples: 

· 1. Tigers are animais 
2. , Tigers are fierce 
3. Tigers are birds 
4. They found him a good friend 
5. Semantics killed the students 
6. · A He wrote a book on linguistics 

B He wrote a book 
7; A What is his book about? 

8. 
B It's not about athletics! · 

Can you lend me Leech's Semantics? 

We readily see that these sentences group together in various ways. In 
the first three examples, the linkage is the truth test, i.e. the answer to 
the 'question: 'Is what Is as5erted in the sentence true or false?' 

f 1 ' >. !! • 

1. True, necessarily so, by virtue of the meanings of the words in it. 
2. Neither true nor false; more information is needed. 
i• False; necessarily so, by virtue of the meanings of the words in it. 

Th~ next two, though still concerned with the meanings of the words, 
~re foctised not on . truth-value of the assertions but' on the 
Jra#unaticai relationships betWeeri the words. 

~ . ;r it • .. r . ! . : ' .. ~., ~ . 

; 4. Ambiguous, since we cannot tell whether 'him' is the complement 
•I or the object of 'found'. There appear to be two equally plausible 

, . ·: interpretations between . which it seems impossible to judge, 
, ;:•without an appeal to· some additional information from the 

linguisti~, co-text or social context: 
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(a) (itl)'Thcy found him to be a good friend' (taking 'him' to he 
the complement), or 
(b) 'They found a good friend for him' (takin~ 'him' to ht· the 

indirect object). 
5. Nonsensical; 'semantics' is abstract and cannot, except in a 

figurative sense, 'kill' anyone. 'Kill' requires an animate suhjccl. 
It may appear, at first sight, that this sentence is no more I han 
another example of the type already presented in sentence 3; false 
hy virluc of the mc:min~s of the words in it. nut it c:ttl he shown 
that this is not in fact the case and to do this, we need lo rclcr lo 

the notions of encyclopedic and lexical entries (7.2.1), since the 
difference hctwccn the two examples lies in the nature of the 
anomaly in lhe enlries for lhe concepts involved. 

In the first case, the anomaly is purely conceptual, since the 
encyclopedic entry for 'bird' would 11ot contain the information 
(asserted in sentence (3) that it includes the concept tiger (i.e. bird 
is not a hyponym of tiger). In simple terms, it is just not true that a 
tiger is a kind of bird and our encyclopedic knowledge of tlie 
world about us confirms this. 

The second case is doubly anomalous, since the anomaly is 
both conceptual and syntactic: (a) the e/IC)'c/opedic entry 

21 
for 

semantics would exclude information that suggested that abstract 
entities could kill and (b) the lexical entry would include the 
grammatical information [noun, abstract] and that for J.·ilf would 
include [animate agent]. Thus, giving a concept which is realized 
by an inanimate a propositional role reserved for animates (actor 
or agent) produces pragmatic nonsensc22 and, al the same time, 
using an inanimate, abstract noun as the subject of a verb like 
'kill' breaks the selection rules of the grammar and prodnccs 
grammatical nonsense. 23 

The remaining three arc also connected but in :1 very different 
way. Up to this point, we have been appealing to the formal 
linguistic co-text - relating word-meaning to word-meaning 
within each example - without explicit reference to the functional 
and communicative context of actual use. 

These last three examples force us to appeal to context. In each 
case, communicators (speakers/writers or hearers/readers) arc 
able to draw conclusions - make inferences - from the text; to 
derive 13 from A (as in 6), to comprehend what is implicit (as in 
7), to make assumptions about the 'normal' context of the use of 
an utterance (as in 8). 
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6. A entails B, i.e. if he wrote a book on linguistics, it follows, ,. 
necessarily, that he wrote a book. The converse is not necessarily ,· ,. 
the case, i.e. B does not entail A. He may well have written a book 
;mt it could have been on any subject, not just linguistics. 

7. The implication of B is that the speaker is uncertain about the 
topic of the book. 

8. The speaker presupposes that the hearer has a copy of the book, 
that the hearer will be willing to lend it, that asking to borrow it 
will not give offence, etc. 

In short, the eight examples provide us with eight distinct kinds of 
sentence rchtrionship24 

I. Analytic sentence 
2. Synthetic sentence 
3. Contradiction 
4. Ambiguity 
5. Anomaly/nonsense 
6. Entailment 
7. lmplicature 
8. Presupposition 

3.3.2. Utterance, sentence and proposition 

We must now return to the distinction between utterance, sentence 
and proposition; three levels of abstraction and idealization which 
apply to any stretch of language we may wish to translate. 

There is a type-token relationship between the three, such that we 
can envisage the most abstract (the proposition) as being an ideal 
undcrlying type of which there are a number of tokens or 
manifestations: a range of sentences which share the same proposi­
tional content. Equally, the same relationship holds between sentence 
and utterance. Each sentence can be viewed as an ideal type which can 
be realized by a range of actual utterances; tokens of it. 

We arc all aware of this distinction between the ideal and the actual 
in our everyday experience (a point which will be raised in our 
discussion of the creation of conceptual categories in Chapter 7, 
Section 7 .2.1) in which examples abound; the written score and the 
actual performance of a piece of music; the written text of a play and • 
the production on the night; a recipe and the cooked dish. Music 
critics, interestingly from our point of view, refer to 'performances' of a 
piece of music as 'accounts', 'interpretations' and 'realizations', 
making the same point as we are. 

In linguistics, the distinction is crucial and can be exemplified by de 
Saussure's langue-parole and the· similar, though not identical, 
distinction between competence and perfonnance in Chomsky: 

The traditional issues in translation of the relationship between 
'fidelity' and 'freedom' and the choice between 'literal' and 'free~ (or 
'semantic' and 'communicative') seem to resolve themselves into tlie 
simple question: 'Are we translating propositions, sentences or~ 
utterances?' and, the related question, 'What is the implication of 
choosing one rather than the other?!:This being so, it is essential to be 
clear in distinguishing the three concepts. . . . 

Specifically, the utterance can be typified as being concreto and 
context-sensitive. It is the utterance and not the sentence that is 
recorded on paper or an ~udio tape and it is tied to a specifiable time, 
place and participants. It is judged in terms of appropriateness rather 
than grammaticality, i.e. whether and to what extent it is constrained by 
social convention; whether, in terms of normal expectations of 
communicative behaviour, it is acceptable. 

The sentence in contrast, is abstract and context-free. Unlike 
utterances, sentences exist (if at all) only in the mind. When a sentence 
is said or written down, we still tend to refer to it as a sentence. This is 
an unnecessary confusion. It would be wiser to recognize the 
difference between the substantial ·written-down sentence and the 
abstract idealized sentence of which it is a realization, i.e. the written 
sentence is better thought of as an utterarice or a teXt:. Think of what 
happens when we remember what someone.said or wrote. We tend to 
remember it in an 'edited' and idealized form; not the actual' utterance 
with its pauses, urn's and er's, slips of the tongue, etc.,• but the 
idealized sentence of which the utterance we had heard was but one 
instance. Again, in contrast with the utterance, the sentence is not set 
in time or space nor tied to any particular participants: speakers, 
hearers, writers, readers. It is, however,· lan"guage specific, since it is 
judged in terms of grammaticality, i.e. whether it conforms to the rules 
of the particular linguistic code and whether, in those terms, it is 
possible. 

The proposition is even more abstract than the sentence. It is the 
unit of meaning which constitutes the subject~matter of a sentence (and, 
once realized in actual use, that of the utterance as well). It has been 
defined as 'that part of the meaning of the utterance of a declarative 
sentence which Jtescribes sonic state' of affair5'25 and, µence, in 
uttering a declarative sentence, a speaker is asserting a proposition (an 
important point which will be taken up again in the discussion of 
speech acts in Chapter 5, Section 5.2). 
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Being eVen more abstract than the sentence, the proposition is not 
only context-free but also language-free in the sense that it cannot be 
tied to any specific language. An utterance can be said or written in any 

. language and recognized as a realization of a sentence of that 
particular language but the propositional meaning underpinning the 
utterance (and the sentence) is universal rather than language-specific. 

In the analysis of the proposition, we find that the grammatical 
categories Subject, Object, etc., which served at sentence level do not 
apply and a pair of fundamental logical relationships is required: the 
. predicate (state or action) and the argument (the entity or entities 
ref erred to by the predicate). In a little more detail, these expand into 
the processes (i.e. predicates) and roles (i.e. arguments) which are 
the focus of attention in the next chapter (specifically in Section 4.1). 

Perhaps a comparison of utterance, sentence and proposition with 
an example will be useful here; I can say (or write) the utterance (or 

· text, the distinction seems rather illusive) in a limitless number of ways 
A hit B with a hammer 

or A hit B with a hammer 
or A hit B with a hammer · 
or A HIT B WITH A HAMMER 

or what~~er, realizing - making substantial - a sentence with a SPOA 
structUre in which the syntactic 'slots' (SPOA) are 'filled' by particular 
lexical items; A, hit, B, with a hammer rather than others, i.e. each of 
these is a realization of the same sentence (however written). 

We inight put this a little differently; saying the utterances (and the 
sentence they realize) all count as saying 

I declare it to be the case that A hit B with a hammer 

and in doing this, I am making ~ statem~nt, asserting the existence of 
three entities ...: A, B and the hammer - and relationships between 
them and .a process (hittirig): 

A (a~tor) hit (process) B (Goal) ~ith a hammer (instrument) 

The essential point here is that the Aaor-Process-Goal-ltzstrummt 
relationship of the proposition is identical.for all la11guages, no matter 
h~~ it is expressed syntactically. '1 • 

If we . express the same proposition . in a number of languages 
(choosing . suitable personal names for A arid B), beginning with 
French, we get the written text: 

I . : . •'., 

Andre a frappe Bernard avec un marteau 
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or Polish 

Andrzej udcrzyt Bogusia ml:otkicm 

or Hindi/Urdu 

Aziz nc Dikram ko h:itorc sc miira .. 
or Japanese 

At•ushi kun wa Benjiroo kun o t•uchi de uchimasita 

or Latin 

Antonius Brutum malleo tetigit 

or Cantonese 

Akahu juhng chuih daai Bahba 

or Arabic 

dharaba Ahmadu Bilala bilmitraqathi 
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What is crucial here is the propositio11al structure, 1101 the syntactic or 
the lexical. 

Although the syntactic and lexical variations between the languages 
arc strikingly large, it is only of secondary importance that the syntactic 
structures (choices from the MOOD system) arc: 

S P 0 A in English, French and Polish 
S 0 A P in Hindi/Urdu, Japanese and Latin 
S A P 0 in Cantonese 
P S 0 A in Arabic 

The significance of this for the translator is fundamental. The fact that 
the proposition is universal {not tied to a specific language but 
underlying all languages) gives it its central position in communication 
and provides us with a major clue in our attempts at making sense of 
the process of translation. As we saw in the presentation of the model 
of the process, the reader's initial task (and the translator's) i'> to 
decompose the language-specific clauses of the written text into tl1cir 
universal propositional content. Until this is done (and additional 
information added to it to create the semantic representation of the 
clause), neither comprehension nor (necessarily) translation is possi­
ble. 

In short, we arc suggesting that any utterance is a token of a 
sentence type, which is itself a token of a proposition type. 

In other words, in the terminology we used earlier in this chaptn in 
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ihe discussion of meaning postulates, proposition includes se11te11cc and 
~ttem11ce, and se11te11ce includes utterance, i.e. there is a relationship of 
yponymy between the superordinate proposition and the subordinate 

scntc11cc and utterance: 

Our consideration of meaning has now reached the point where we 
need to move be~ond the description of the formal aspects ofthe code 
~m~ . ap~cal .outs~de the linguistic struc~1re in cases of ambiguity, 
~nt.ulment, 1mphcaturc and presupposit10n. This will require us to 
introduce .three levels of location for any communicative stretch of 
l'.lllb111.agc, 1.c .. the 'setting' of the interaction with its communicative 
!unctions realized by the linguistic forms of the code. 

3.3.3 Situation, context and universe of discourse 

w~ made the point at the beginning of this chapter that 'meaning' 
ulumatcl~ depends on the context of use and would re-assert that 
~ere ad~mg that comprehension itself consists of reconstructing the 
l.ontext from the words of the text. 

The important thing is to set aside all the JVords of the [original] 
text and sec the picture clearly. Having seen the picture the 
ln~nslat<~r must write down what he sees in the simplest English. 
It is. the idea or the picture that has to be conununicated, and not 
equivalents of the actual words. 26 

~Vhat, though, i~ meant by 'context'? Three levels of abstraction can be 
:.uggestcd: the immediate situation of utterance, the context of 
utterance and the universe of discourse. We shall consider each in 
l~t.rn ~'.tt ~rc~1~c our remarks wit? the comment that the relationship 
lv«.:twe~,11 s11u.1111m'. context and u111versc arc related in exactly the same 
'.ay a.s u~crancc.1s t~ sentence and sentence to proposition, i.e. the 
st.tuathm is. contamcd Ill the context and the context in the universe of 
,J1scoursc. fhus: 

i 
I 

I 
I I; 

3.3.3.1 Immediate situation of utterance 

During an act of communication individuals interact, knowledge" is 
conveyed (i.e. sense) through selections made from the resources (the 
meaning potential) of the code (and other systems) and crrt1in entities 
are referred to by the linguistic forms used: pw:· ;hings, 
actions, relations ... and, naturally,' languages differ m the ways 1n 
which they organize the transfer of information. . '' · ' 

There is, clearly, a difference between referring to entities which are 
actually present at the time of speaking and those whic~ are not and, 
for our present purposes, the most significant implication of this is that 
some meanings are totally dependent on this immediate sitliatio~' 'of 
utterance (the totality of the circumstances in which the utterance was 
issued). , , , · ' 

A surprising number of expressions (and even grammatical tense) 
turn out to be situation-bound: · · 

(a) pronouns refer to participants in the communicative event; in 
Hindi and Urdu, for example, the third person singular 
'pronoun' - he, she, it - is, in fact, a demonstrative, i.e. wo = 
that; 

(b) many time expressions refer to different actual times depending 
on when they ar~ uttered; today, yesterday . .. (we have· already 
seen the Hindi/Urdu 'equivalents' of these terms); 

(c) place expressions ate similarly constrained; herrr-there, this-that 
for example. Some English dialects have a three-way system 
(here, there, yon}, as do several languages (Italian had, until 
recently, questo, cotesto, que//o) so are 

(d) a number of verbs - C{)me, go, bring, take •.• - and 
(e) tense; for example the present tense is tied to the here-and-now 

of current reality, though - as we saw with the translation of the 
Valery poem (in the previous' ·chapter; in section 2.(3) - the 
actual form can lead to ambiguity: je clierche is only interpretable 
by reference to the situation of utterance. ' ' i r 

Every one of these can be subsumed within the general category of 
deictic, a. 'pointing expression' which refers to ' entities and rela­
tionships present in the situation in which it is uttered. 

3.3.3.2 Context of utterance . \ 
The context of utterance comes next in order of increasing abstraction 
and generality. The relation~hip

0

, b~tween the situation and the 
utterance can be demonstrated by ~bserving what happens when we 
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attempt to place an utterance (1) in its situation and (2) in its context. 
Consider the utterance 

Pass me the oregano ' 
I• 

If we. were to ask in what circumstances this utterance was issued, 
satisfactory answers would be very different, depending on whether 
the question was about the situation or the context. 

To provide an adequate answer in terms of the siwation in which 
this occurred, we would need, given its uniqueness, to specify the 
particular participants and their behaviour, the time, place of the 

I interaction and anything else that came to mind. Such a description I, 

' would provide a listing of the c~mponents of the aggregate which, 
without a generalizing cultural dimension to them, docs not lead to a 
specification of the situation as a whole (see the discussion on these '·· 
terms in Chapter 1, Section 1.2.1). ~ 

By way of contrast, an adequate answer in terms of the context might 
be as laconic as 

Cooking (a spaghetti bolognese) 

The two types of 'fact' on which the description rests are of a different 
order from each other. The situation can be des<=ribed in terms of bmte ... 

facts, which can be observed. and reported by an uncomprehending 
outsider but the context can only be recognized by the knowing insider 
who can bring the brute facts together as socialfacts27 and recognize the 
cultural unity in the physical diversity, i.e. that a series of situations -
different from each other as they undoubtedly must be - count as the 
same; here, an event which can be labelled 'cooking' in general terms. 

The immediate situation of utterance requires the explicit spelling 
out of the physical details. The specification of the context of utterance 
can - unlike the description of the situation -'- be much more implicit, 
since it assumes the totality of the shared knowledge possessed by the 
particjpants in the communicative. act. 

This 'shared knowledge' has two aspects: linguistic and social. What 
we are ref erring to here is the distinction between li11guistic compete11ce 
on the one hand and social competence on the other; the two coming 
together in the communicative competence of the individual member of 
fue speech community.28 .i; 

;. 

(a) L .: istic kt ~!"· (inre: nalized knowledge of the rule systems 
g:·n:rr~1ng tl ) includes, in particular, co-textual knowledge 
which allow, communicator to refer back and forth through 
the unfoldir.~ · itself. It is this kind of knowledge that allows the 
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writer to build information into the structure of the text by marking 
'new' information and distinguishing it from information which is 
'old' or 'given' and the reader to recognize the structures and 
derive information from the text. 

(b) Social k11omledge (internalized knowledge of the conventions which 
• constrain and regulate the application of the shared 'ground-rules' 

for communication in operation in a speech community) includes, 
in particular, co11text11a/ knowledge which allows the communicator 
to recognize that the situation of utterance is a tol.:rn realization of 
a situational type which acts as a guide to participation (sec 
Chapter 7 on the role of schemas in memory and action). 

Both of these kinds of knowledge arc of enormous significance for the 
translator. 

Without the first the translator would be unable (i) to recognize the 
way information is distributed in a text and (ii) to identify the 
information focus in it. In short, comprehension (and, hence, 
trnnslation) hin!(es on such tcxt-knowlcdp;c. Naturnlly, l:m~11:1ircs'y:1r~' 
considcrnhly in the way they 'mark' infor111atio11. English, f(1r l'rn111ple, 
tends to interpret the distinction between 'given' and 'new' in terms of 
definiteness and to mark it by introducing 'new' information with a 
definite article the and all subsequent occurrences with indefinite a, 
etc. 

Without the second, the translator might well be able to process text 
at the level of semantic sense but would be hard pressed to assi~n 
communicative value to it, since that requires contextualization which, 
in its turn, presupposes extra-lin~istic knowledge. It is this kind of 
social knowledge which, for example, allows the reader to classify a 11·xt 
as belonging to a particular genre. It seems, then, that comprehension 
(and, hence, translation) hinges not only on text-knowledge but on 
discourse-knowledge as well. 29 

3.3.3.3 Univme of discourse 

The universe of discourse is the third, most abstract and most general 
of these settings. It consists of whatever can be said about a particular 
subj~t and includes, by definition, not only what the participants know 
but also what they do not know and others do; all the propositions 

could be constructed in relation to that sut,;. 1. 

hat can be referred to in one topic-area will be li,lfcrent from that 
:ich is proper in another though there may be degrees of overlap. We 

" '\' anticipate overlap between texts in a newspaper reporting on (a) 
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soccer, (b) rugby, (c) cricket and (d) cinema with progressively less 
overl;;,p as we move from (a) to (d). 

Further, the 'same' genre will differ in its universe of discourse from 
cu.ltme t? culture. We might well imagine that soccer, rugby and 
cnckct will he tre;l!ed rather similarly in British and Indian newspapers 
- i.e. the universes of discourse for each will be much the same; the 
r~~es of the game are, afrcr all, identical - but exvect strikingly 
different treatment of cinema; the western film and the Hindi film in 
spite of.the shared technology of production, contrast strongly in their 
conventions. 

'_!'ht: notio~ is of particular significance for the translator, since 
umve~s:s of discourse cannot but be culture-specific and, to the extent 
~hat .(~~lferent c~11tures co-occur with different languages, be reflected 
m d11lerent lexicons. 

A crucial requirement for successful communication must be for the 
communicators to be operating within the same universe of discourse 
a1~d, therefore, the qucsti~n is one which must be constantly in the 
mmd of the translator who 1s required to mediate between cultures an·:i 
languages. 

3.3.--t Summary 

111 this section we have heeu ~.L. · ,he focus from word-meaning to 
sentence-meaning and have made tw;l essential three-way distinctions: 
~l) between utterance, sentence and propo~iti• 111 and (2) between the 
11nmediate situation of utterance, the co: ,.. of utterance and the 
~mivers: of. discourse. We shall need b( sets of distinctions 
mcrcasmgly 111 subsequent chapters. 

3.4 Conclusion 

I 11 thi:~ ch;~pter_ ~ve have been outlining the major formal aspects of 
mea1~mg. Specifically, we have been considering semantic sense in 
rclat10n to word- and sentence-meaning. 

Initially, .we introduced three approaches to the modelling of 
word-mc;111111g: (I) classical reference theory and its extension in the 
Saussure;m. linguistic sign, (2) the bottom-up analytic;1I technique of 
componenttal analysis which provides information for insertion into 
the entries of ~he lexicon and (3) the top-down orientation of meaning 
postulates which group words (and meanings) in terms of shared 
clements of meaning (hyponymy, synonymy, antonymy). 

Next, we (l) provided a way of extending the description of meaning 
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which allowed words (and their meanings) to be grouped into lexical 
(or semantic) fields, (2) distinguished the denotative and co~notative 
meanings of words and (3) outlined a technique - the semantic 
diff erentiaf - for displaying connotative meaning in three-dimensional . . . . 
semantic space. . 

Then, we moved on from word-meaning to introduce the topic of 
sentence-meaning and the meaning relationships which hold within' 
and between sentences (contrasting co-textually defined analytic, 
synthetic, contradictory, ambiguous and anomalous sentence. types 
with contextually derived distinctions such as entailment, implicature 

and presupposition). 1 

This shift led us to make two important distinctions which create 
links between this chapter and the next; the distinction between the 
utterance, the sentence and the proposition and three levels of'setting' 
for utterances and for discourse (siri.iation and context of utterance and 

universe of discourse). 
These distinctions permit us to move the focus progressively away 

from the context-free formal characteristics· oflanguage as an abstract 
code towards the context-sensitive functional view of language as a 
system of resources available to the communicator for the expression 
and comprehension of meaning (in the broadest sense of the term). 

This will entail attempting to describe what the resources of the 
language arc which enable us to speak and write about 

. ' 
the phenomena of the environment: the things, creatures, 
objects, actions, events, qualities, states and rclatiuns of the 
world and of oui: own consciousness, including the phenomenon 
of language itself; and also the 'metaphenomena', the things that 
are already encoded as facts and reports.

30 
· 

I ' ~ j 

We now tum to the specification of ~is 'meaning potential'. 

Notes 
I. de Saussure, 1916. 
2. Not that we thought that in Bell, 197~, 120f. 
3 .. Goodenough, 1956. 
4. These examples are from Rabin, 1958, 124. Newmark (1988, q4-22) 

discusses componential analysis from the point of view of the descriptive 
linguist (as an analytical procedure) and the practising translator (as a stage 
in the translation process). " · · 

5. Linguists are far from agreed on how many or what type. Lyons (1977, 
279), for example, makes an initial (and later expanded) three-way 
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distinction in which the term antonymy is used in a particular restricted 
sense, while Leech (198 la, 99-109), on the other hand, isolates six 
significant rypes of contrast · ,, · 1, 

6. See Lyons, ibid.; Leech, ibid. 
7. Roget, op. cit., viii. 

:r \ i 

8. Roget, op. cit., Ix. 
9. Roget, op. cit., xiii; original emphasis. 

10. Roget, op. cit., xxvi. The choice of the term 'network' is particularly apt, 
given that a recent labelling of word-meaning Is Word-mebs,· se111a111ic 
ne11110rks; Aitchison, 1987, 74. 

11. Roget, ibid. 
12. Chomsky, 1965. 
13. Waldron, 1967. 
14. This suggests two approaches: 

1. Formalist: the lexical item is taken as the focus of investigation and its 
meanings nrc compared and contr11sted with tho11e curricll by the rest of 
the lexicon. The result of such an emphasis on internal relationships 
between items in the code leads to the modelling of lexical fields and, 
ultim11tcly, to the specification of the total lexicon of the language. 

2. Functionalist: concepts are taken as the focus of investigation and a 
listing given of the lexical iteins which designate them. The result of 

' such an emphasis on extralinguistic knowledge leads to the modelling of 
semantic rather than lexical fields and, ultimately, to a contribution to 

! epistemology (i.e. the theory of knowledge). 
15. We shall draw on this w.hen we .assign them to conceptual entries in 

Chapter 7, Section 7.2.2. 
16. Labov, 1973. 
17. Osgood et al., 1967. 
18. Heise, 1965. 
19. Lyons; 1970, 166. 
20. Bierwisch, 1970, 167. 
21. Note that we are using this in the cognitive science sense rather than the 

linguistic: See Chapter 7, Section 7.2.2 on this. 
22. See the next chapter (Section 4.1) on roles, processes and circumstances 
23. In contrast with the lexical nonsense of, for example, Carroll's 'Jabber­

woc~y'. 
24. See Hurford and Heasley, op. cit., particularly units 16, 9-11 and 26, for 

further discussion. 
25. Hurford and Heasley, op. cit., 19. , 
26. Ta~cock, 1958, 32; original emphases. 
27. Searle, 1969. 
28. Bell, · 1976, 66 makes these distinctions in the context of a social­

psychologlcal model of communication. 
29. These issues which are taken up in detail in the next chapter (in· Section 

4.3), in Chapter 5 and Chapter 6. 
30. Halliday, 1978, ll2. 
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4 Logic, grammar and rhetoric 

In the previous chapter, we asked the question 'What docs this 
word/sentence mean?' and concentrated on answering it by reference, 
in the main, to the code itself, the clements of which it is composed 
an<l the ammgcmcnts of those clements which it permits. 

In this chapter we ask a different though related question: 'What 
resources docs the code possess for the transmission and reception of 
particular kinds of meaning?', i.e. a question about the function~ of 
language as a system of communication. 

Let us begin by moving entirely nwny from language amt imagine an 
event; a happening. We might represent this event by a simple cartoon 
and remind ourselves that no language or, more correctly, no spcl'.ch 
community exists which lacks the resources to report what is going on. 
True, the languages of the world and the speakers of those languages 
would express what they say in enormously different ways hut the 
picture would remain and, given that the translator's task (as we 
specified it at the end of the previous chapter) is 'to ... sec the picture 
clearly [since! il is the idea or picture that has to be rnmmunkatcd, and 
not the equivalents of the actual words' 1 there can be no report of that 
picture which cannot be re-reported in another language, i.e. 
translated. 

In more formal terms, we arc saying that, for any culture and any 
language, the immediate situation represented by the picture is by no 
means unusual and therefore can be accommodated within the 
universe of discourse, i.e. it can be spoken about (or written about, if 
the language has been reduced to writing). We shall use the event we 
discussed in the previous chapter (in Section 3.3.2), reprcscn1i11g it in 
Figure 4.1. 

Any report of this event which uses lan~agc will he a text (made up 
of one or more utterances). It might take the form, in English, of': 
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FIGl'KE 4.1 Picture of an event 

J\lfrcd hit Uill with a hammer 

What might be asked about this, or any other, text? It has been 
suggcstcd2 that there arc three specific questions we might ask· 
1 WI IAT . · l ~ · , . · . is tt a lout.; 1.c. what is the propositional content?, what is 

~crng re~resented?, what docs it stand for? One function of 
language is to convey ideas; to represent perceptions and cognitions 
(sec Section 4.1). 

2. WI IY is it being sent?; i.e. what is the orientation of the sender_ 
~pcakcr or wri~cr - to the excha.nge in which he or she is engaged? 
Another _funct10n of language 1s to facilitate interaction between 
commumcators as they exchange ideas and goods-and-services. 
\Ve ~an, therefore, ask (a) what kind of sentence is involved? (see 
S_ecuon 4.2) and (b) what kind of speech act does it count as? (see 
Chapter 5, Section 5.2). 

3. HOW is it bei~g transmitted?; i.e. how is the information organized? 
Anot~cr func?on (and these three functions are not to be thought 
of as m any k~nd of order of importance) of language is to arrange 
and focu~ the mformation content of utterances in ways which make 
thc'.1~. smlablc, for i~clusion _in stretches of discourse. Here the 
questions are What mformatton units are there in this utterance?' 
'.f lo~v arc they distributed?', 'Which parts are focused on?' and• 
Wluch arc new and which old information?' (sec Section 4.3). 

If we reduce the event to its simplest, we might state that there is a 
pe1 son (we have called him Alfred) who is hitting (or has hit) another 
person (we have called him Bill) with what appears to be a hammer. 

,, 

There is, in even more general tenns, an action (hitting), two 
individuals who are participating m that action - the doer "'f the action 
and the goal at which it is directed; its receiver- plus the instrument used 
in the. action. This is, in informal terms, the proposition. which 
underlies the picture and an answer to question 1: 

Actor Process Goal Instrument 

These relationships were realized, in our text, by the words Alfred, hit, 
Bill and with a hammer. In conventional grammatical terms (and in 
answer to question 2), the content of the proposition h11s been 
organized as a clause with a structure in which there is a one-tO:-one 
mapping between the elements which make up the proposition and 
those which constitute the clause: · 

Subject Predicator Object Adjunct 

Other realizations are, of course, possible. We could have decided to 
focus on the sufferer of the action (the Goal or Recipient; Bill) and 
produced a text with a different clause structure in which the shift of 
the Goal to Subject position draws particular attention to him: 

Subject 
Bill 

Predicator 
was hit 

Adjunct. 
by Alfred 

Adjunct 
with a hammer 

This kind of alternative is achieved by manipulating the clause-making 
resources of the grammar to highlight or play down particular pieces of 
the information presente<l in the text, i.e. we now have an answer to 

question 3. 
In short, we have outlined the structure in terms of (1) logic, (2) 

grammar and (3) rhetoric and may now be forgiven for the somewhat 
enigmatic title of this chapter. It was chosen intentionally to reflect the 
realization that the answers to the three questions we have just asked 
suggest a tripartite division of language study which ties us back to 
older, long-established practices,· since it closely parallels that of the 
medieval Trivium (the undergraduate foundation course in the 
Middle Ages): logic, grammar and rhetoric.

3 

In terms of the model of the process (Chapter 2), we are now about 
to extend ouc

1
specification of the components of the semantic stage, 

provide one for the syntactic · stage and rough out part of the 
specification for the pragmatic. In other words, we intend to integrate 
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and expand the notions of proposition, sentence and utterance with 
which we closed the last chapter by. relating them to the kinds of 
meaning they organize: cognitive, speech functional and discoursal 
respectively. ,, 

The linguistic model we shall be following-4 rests on a number of 
assumptions: 

(1) that the grammar of a language is a system of options which are 
available to the user for the expression of meaning; 

(2) that any stretch of language must, if it is to be communicative, 
contain all three of the types of meaning just listed;,.and 

(3) that each of these is organized by its own macrofunction; a series 
of networks of systems which contain the options. 

Indeed, it is precisely because language is designed in the way it is that 
the macrofunctions exist The purpose of language is to create 
communicative texts which convey the three types of meaning we 
have listed and, thereby, provide satisfactory answers to' the three 
questiorui .- what? why? and how?· - we posed about text at the 
bcginnirig of this chapter. 

This chapter is, therefore, concerned with the presentation of these 
options and with their organization and, although each of the three 
sections of the chapter is dedicated to a different macrofunction 
(ideational, interpersonal and textual), we shall focus mainly on the 
first; the ideational ('logic' in the medieval sense), which organizes 
cognitive meaning as propositions. 

We have a number of reasons for this. Firstly, the role of tl1c 
proposition is, as we have seen, central to the processing of texts, since 
it is the proposition which underlies the diversity of sentences which 
can express a meaning in a particular language or in language in 
general and · propositions which are the major constituent of tl1e 
universal ~semantic representations' into which texts can be decom­
posed and from which texts can be created; the process which is, by 
definition, central to any understanding of translation. 5 

There is, if there needs to be one, a second justification for giving 
less space here to the interpersonal and textual rnacrofunctions 
('grlimmai:' and 'rhetoric'). The first is extremely weil documented 
already and the second forms the basis of the next two chapters 
(Chapters· S and 6), where it will be dealt with in detail. . 

Let us begin by listing the rnacrofunctions, the meanings they 
organize, the systems they use for. this and the forms which their 
options take. The three macrofunctions are: 
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(1) The ideational, which expresses cognitive meaning; the fun­
damental 'idea-conveying' function oflanguagc. This draws on the 
systems and networks of TRANSITIVITY6 to create proposi­
tions which convey the user's experience of the external world of 
the senses and the inner world of the mind (this is dealt with in 
more detail in Section 4.1). 

(2) The interpersonal, which expresses speech functional mcanin~ 
by drawing on the systems and networks of MOOD to create 
sentences which carry the cognitive and logical content of 
propositions and display the speaker's relationship with others to 
whom the messages are being addressed; speaker as questioner, 
respondent, etc. (this is taken up below in Section 4.2 and in 
Chapter 5). 

(3) The textual, which expresses discoursal meaning by drawing on 
the systems and networks of THEME to create and realize 
utterances (or texts) in actual communicative events and to 
organize these utterances in ways which arc not only able to carry 
propositional content but arc also ordered cohcsiveb• - the 
utterances connect with each other to constitute a linguistically 
linked text - and m/11·rc11t(>•; the communicative acts themsdvrs are 
rationally linked and appropriate to the context of their use (I his is 
taken up again in Section 4.3 and also in Chapter 5). 

We shall deal with each in turn in this chapter but will begin by 
presenting a general, overall model of the networks and systems which 
organize the options and specify what it is that language must be able 
to do in order to !Unction as an adequate communication system. 

It might be wise, at this point, to make clear the status of the model. 
It is intended as a linguistic model of the organization of the options 
provided by the language and not necessarily a psychological model of 
(partial) language processing. It may be that there arc parallels between 
the two - the specification of the linguistic options and tlw 
psychological processes by which selections arc made from them -
and, if tl1crc arc, so much the better but we arc not explicitly making 
that claim. 

Equally, we should not be misled by the necessity of presenting the 
clements of the model in sequence (as in Figure 4.2) into thinking that 
this implies a particular ordering. It is important to make clear, at the 
beginning, that the three macrofunctions are thought of as being 
activated sim11/taneo11sly rather than sequentia/(y. Indeed, the whole 
arrangement is best conceived of as possessing the kind of cmcadtd and 
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i111a.it'/i1•e 11rd1i1t·ct11n· we proposed for the model of trnnslation (in 
Chapter 2) and shall use again in presenting a model of information 
processing (in Chapter 7, Section 7.1). 

MACROFLINCTIONS--opcra1c 1hrough -NETWORKS - of-+ SYSTEMS 
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FIGllKE -J.2 Networks and systems 
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4.1 Cognitive meaning, tlte i4eational function IID,d 
TRANSITM1Y : ·. · · .i; .. ,,, 

. 1: • • · · I· 'I . 

It may·appear to be stating the ~b~ous !O say tha~ a text ~annot be 
translated until it has been 'understood' . and, indeed, the mere 
assertion of this fact is fairly empty., Howev~r, its implica~ons'. are far 
from being so. We have to ask ourselves just what it ·me.ans tto 
understand a text; what it is in a text which has to be 'understopd', i.e. 
what the text 'means' and how the reader gains access to it. 

This requires a multilevel approach which treats the text as the 
product of at least three types of choice which express diff erept kinds 
of meaning, reflected in the content, purpose and organization of the . 

text. 
In this section, we shall focus on the first of these: the cognitive 

content; what die text is about. " 

4.1.1 Participants and processes 

Consider a text like the following: 

When the Treaty of Rome was signed on behalf of the Six in 
1950, it gave Europe a long-term goal to aim at: t.iriitY~ , 

2 After the horrors of the war, the nations of Europe hoped for 
peace and believed that it could be ensured by a united Europe. 

3 The USA, the USSR and China were all single political units 
and held majQr positions in the world. 

4 There were, of course, opposition groups but they were not, said 
the Europeans, significant. 

" 
What does the reader or translator know about this text? A great deal. 
To begin with it (1) appears to be an extract from an article or a school 
textbook on the early years of the EEC and (2) is written in a simple 
style with few unusual words or complex grammatical 'structures. 
The first of these observations concern~ the text-type (a topic raised in 
Chapter 6) and the second sigilals 'a· recognition of stylistic convention 
- the matching of lexical choice and syntactic structure to that - and 
notions of accessibility for the reader (issues which were raised earlier 
but will be dealt with in detail in Chapter 5). 

Let us conc~ntrate, for the moment, on the content. Let us ask, in 
simple terms, who is doing what to whom and whm and where and how 
and why? In short, let us work out the propositions which underlie the 
text and reve~! the logical relations which link participants, processes 
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and circumstances together to create meaningful propositions. 
There are four sentences in this passage but, as we have already 

suggested, we shall find it more appropriate to work at the level of 
· clause. None the less, we can examine each sentencei dividing thein -

where necessary - into their component clauses. 
Each sentence breaks down into two distinct propositions with 

Actor, Process and Goal relationships and, in some cases, Circumst­
ances as well which can be displayed in the following ways: 

1. 

1.1 Actor 
Process 
Goal 
Client 
Circumstance 
(time) 

1.2 Actor 
Process . 
Beneficiary 
Goal 
~ I • 

2. , ,1 I 

2.1 Circumstance 
(time) 
Actor 

· Process 
Goal 

2.2 A.ctor 

3. 

· Proce5s 
Goal. 

3.1 Actor 
··Process· 
'·Goal' 

' :· 

When the Treaty of Rome was signed on 
behalf of the Six in 1950, it gave Europe a 
long-term goal to aim at: unity. 

[someone] 
[sigried] 
[the Treaty of Rome] 
[on behalf of the Six] 
[in 1950) 

[the Treaty of Rome] 
[gave] 
[Europe] 
[a long-term goal to aim at: unity] 

' ' t 

After the horrors of the war, the nations of 
Europe hoped for peace and believed that it 
could be ensured by a united Europe. 

[after the horrors of the war] 

[the nations of Europe] 
[hoped for] · 
[peace] 

(the nations of Europe] 
[believed] 
[a united Europe could ensure peace] 

The USA, the USSR and China were all single 
political units and held major positions in the 
world. 

[the USA, the USSR and China] 
[were] 
[single political units] 

3.2 Actor 

• 4. 

4.1 

4.2 

Process 
Goal 
Circumstance 
(place) 

Actor 
Process 

Actor 
Process 
Goal 

Logic, grammar and rhetoric 

[the USA, the USSR and China] 
[had] 
[a major position! 
(in the world] 

125 

There were, of course, opposition groups but 
they were not, said the Europeans, signilicanl. 

[opposition groups] 
[existed) 

[the Europeans] 
[said] 
[opposition groups were not significant] 

These analyses arc not, however, entirely satisfactory. We need to 
make a number of modifications to the Actor Process Goal categories 
(and will discuss Circumstances in detail in Section 4.1.2). 

The Processes in 1.1 and 1.2 are clearly material ones (reflecting 
the traditional definition of a verb as a 'doing word') and the Al'lors 
and Goals 'things'. Each or them is 'a phenomenon of our l'Xpt:ril'lll'l', 

including ... our inner experience or imagination some entity (person, 
creature, object, institution or abstraction)'. 7 Both propositions also 
contain, in addition to the Goal, (so to speak) secondary 'goals': the 
ClientfiJr whom the Process is carried nut (1.1) and the Ilcncfidary 
to whom the Goal of the Process is directed (1.2). 

In 2.1 and 2.2, however, the 'processes' are not material at all but 
mental, i.e. they arc concerned with the activities of the mind rather 
than those of the body and with sensation (in a broad sense; pcn:eption, 
affection and cognition) rather than actio11. This makes the relationship 
between 'actor' and 'goal' dillcrcnt too. More satisfactory lcrms here 
would be Senser and, for what is sensed, Phenomenon. 

The next pair of propositions (3.1. and 3.2) also contains different 
types of participant and a different type of 'process'; a pnrely 
relational one; equating one participant with another - Identifier 
with Identified - in the first case and showing the possession of an 
Attribute by a Carrier in the second. 

Finally, the last pair of propositions exemplify (1) a 'process' which 
is not a process (it is existential) and for that reason lacks a 'goal'; all 
that is indicated by the proposition is that a particular entity exists (the 
Existent) and (2) a particular kind of process - the verbal - in which 
the participant relationships arc, once again, different; a Sayer who 
docs the saying, Vcrbinge (what is said; a somewhat unfortunate 
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and circumstances together to create meaningful propositions. 
There are four sentences in this passage but, as we have already 

suggested, we shall .find it more appropriate to work at the level of 
· clause. None the less, we can examine each sentencei .dividing thein -

where necessary - into their component clauses. 
Each sentence breaks down int~ two distinct propositions with 

Actor, Process and Goal relationships and, in some cases, Circumst­
ances as well which can be displayed in the following ways: 

1. 

1.1 Actor 
Process 
Goal 
Client 
Circumstance 
(time) 

1.2 Actor 
Process 
Beneficiary 
Goal 
" ! 

2. ',1 I 

2.1 Circumstance 
(time) 
Actor 

·Process 
Goal 

2.2 i\ctor 
·Process 
Goal. 

3. 

3.1 Actor 
·Process 
·Goal' 

, ·r 

When the Treaty of Rome was signed on 
behalf of the Six in 1950, it gave Europe a 
long-term goal to aim at: unity. 

[someone] 
[sigried] 
[the Treaty of Rome] 
[on behalf of the Six] 
[in 1950) 

[the Treaty of Rome] 
[gave] 

1 
[Europe] 
[a long-term goal to aim at: unity] 

. i 

After the horrors of the war, the nations of 
Europe hoped for peace and believed that it 
could be ensured by a united Europe. 

[after the horrors of the war] 

[the nations of Europe] 
[hoped for] 
[peace] . 

[the nations of Europe] 
[believed] 
[a united Europe could ensure peace] 

The USA, the USSR and China were all single 
political units and held major positions in the 
world. 

[the USA, the USSR and China] 
[were] 
[single political units] 
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3.2 Actor [the USA, the USSR and China] 

Process [had] 
Goal [a major position! 
Circumstance (in the world] 
(place) 

• 4. There were, of course, opposition groups but 
they were not, said the Europeans, significant. 

4.1 Actor [opposition groups] 
Process [existed] 

4.2 Actor [the Europeans) 
Process [said] 
Goal [opposition groups were not significant! 

These analyses arc not, however, entirely satisfactory. We need to 
make a number of modifications to the Actor Process Goal categories 
(and will discuss Circumstances in detail in Section 4.1.2). 

The Processes in 1.1 and 1.2 arc clearly material ones (reflecting 
the traditional definition of a verb as a 'doing word') and the Aclors 
and Goals 'things'. Ench or them is 'a phe11omc11011 of' our npcril'l•tT, 
including ... our inner experience or imagination some entity (person, 
creature, object, institution or abstraction)'.7 Both propositions also 
contain, in addition to the Goal, (so to speak) secondary 'goals': the 
Clientfi1r whom the Process is carried out (1.1) and the flcncfidary 
to whom the Goal of the Process is directed (1.2). 

In 2.1 and 2.2, however, the 'processes' arc not material at all but 
mental, i.e. they arc concerned with the activities or the mind rather 
than those of the body and with sensation (in a broad sense; pcn:eption, 
affection and cognition) rather than action. This makes the relationship 
between 'actor' and 'goal' dilfrrcnt too. More satisfactory terms here 
would be Senser and, for what is sensed, Phenomenon. 

The next pair of propositions (3.1. and 3.2) also contains different 
types of participant and a different type of 'process'; a pnrcly 
relational one; equating one participant with another - Identifier 
with Identified - in the first case and showing the possession of an 
Attribute by a Carrier in the second. 

Finally, the last pair of propositions exemplify (1) a 'process' which 
is not a process {it is existential) and for that reason lacks a 'goal'; all 
that is indicated by the proposition is that a particular entity exists (the 
Existent) and (2) a particular kind of process - the verbal - in which 
the participant relationships are, once again, different; a Sayer who 
docs the saying, Vcrbillge {what is said; a somewhat unfortunate 
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term!) and, though not realized in this particular proposition, some 
entity towards which the 'saying' is directed; Target. 

This rather simple (and, it must be admitted, unexciting) text 
illustrates six of the possible fourteen basic TRANSITIVITY options: 
the logical Process-Role relationships which provide the universal 
organization of propositions and, hence, of cognitive meaning.8 

-{A";°' --- [Actor. Goal) (I) 

Material 

Event --- [Actor. Goal I (2) 

Behavioural I Behaver I (J) 

---f p,~,,,,;oo - ISenscr. Phenomenon) (4) 

Mental Affection - [Senser. Phenomenon I (5) 

Cognilion - [Senser. Phenomenon) (6) 

Vc1hal [Sayer. Verbiage. 'li1rgctl (7) 

"' -{ lld'"1;fiod. JJ,"';r.oc1 (8) "' u e Intensive c.. 

[Currier. Allrih111e) ('J) 

-{ l''""';;;,.1. "'"""'"I (IO) 

lkla1io11al Circu111-
slanti:il 

!Cnrricr. A11rih11tc I <Ill 

-{ ll<k"';;;,d. ld'm;fiocl (12) 

Possessive 

[Carrier. A11ribu1e I ( 13) 

Existential - [Existent) (14) . 
FIGURE 4· 3 TRANSITIVITY systems: processes and roles 

The 'simplicity' we find in the text relates, partly, to t11e lack of 
syntactic complexity in the realization of the propositions but also to 
the 1imi1cd number of process types and the small number of 
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circumstances surrounding them. We shall examine circumstances 
next. 1• '. 

4.1.2 Circumstances 

In the previous section, we introduced the discussion of participants 
and processes by means of a shon text. We intend to adopt the snme 
procedure with circumstances: · 

The School of Languages is situated only two hundred yards from 
Warren Street Underground ·Station. Classes normally last two 
hours and are available each weekday in term-time. 1 

Most learning is achieved by means of role-play and simulation. 
These are taken very seriously by staff and students who fi!'d the 
method more like actual communication than formal language-

' 
study was. 

As a result of the Single European Act and for the sake of our 
students, we have expanded our programmes in order to provide a 
truly Community-wide range of languages. 

We believe that learning (1) involves the teacher working with the 
learner and the learner with the teacher, (2) is about cooperation 
and (3) requires both to be equal partners in the process. · 

These four short paragraphs illustrate all fourteen of the options 
available .in the .TRANSITMTY network of systems under the 
heading 'circumstances'. While, roughly speaking, Participant Roles 
provide the answer to such questions as who/what?, Circumstances 
nnswcr questions such n!I when? where? how? what with? who rvith? n1/ty?, 
etc., filling in the detail of the immediate situation of utterance in · 
which the Process occurs and. of which the text is a representation. 

They arc, in a strict sense, not essential for the creation of a logically 
satisfactory proposition but they are crucial in providing 'background' 
and 'detail' without which the propositions (and the clauses which 
realize them) would be very bare and uninteresting. 

We· shall not concern ourselves with the rest of the propositional 
structure in this text but concentrate on the circumstances. 

The circumstances signalled in paragraph 1 are all (with the 
exception of ~e first and last, which are location; in space and time 
respectively) 'concerned with extent: · ' 

. . . 
(a) spatia/:,answering the question 'how far?' with an expression of 
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distance, 'two hundred yards from Warren Street Underground 
Station'; 

(b) temporal: answering the question 'how Jong?' with an expression of 
duration of time 'two hours' and 'how often?' with one of[re1[um9•, 
'each weekday'. 

The circumstances illustrated by paragraph 2 arc of manner: 

(a) means: answering the question 'how?' with expressions of agency; 
'by means of role-play and simulation'. 

(b) quality: also answering the question 'how? but with an expression 
of quality of behaviollr, 'very seriously'; 

(c) co:nparuon: answering the question 'like what?' with expressions of 
similarity - 'more like actual co~unicatioil' - and difference -
'than formal language study'.;" ' · 

Paragraph 3, however, provides examples of cause; 

(a) reason: answering the question 'why?' with an expression stating the 
cause of the process: 'because of the Single European Act'; 

(b) belia/f. answering the question 'who for?' by sr.tting for whose sake 
the process is being carried out: 'for the sake of our students'; 

(c) pllrpose: ari5wering the question 'what for?' with an expression of 
intention: 'in order to provide .. .'. 

Finally, paragraph 4 supplies examples of the three remaining types of 
circumstance: accompaniment: 

(a) comitative: answering the question 'who with?' with an expression 
which indicates that the process is one in which two participants 
are presented as eqllal/y involved 'with the learner and ... with the 
teacher' in contrast with 

(b) additive: where the question 'who with?' would be answered in a 
way which gave one of the participants preceJmce; 'The student as 
well as the teacher'. 

matter: answering the question 'what about?' with an eA'J)ression of 
conlent; 'about cooperation'. ·· ' "· '.' -

j , I; ' ; • ! , 

role: answering the question .'what as?' with a statement of the role 
being played: '(as) equal partners'. r. 1 • 

Figure 4.4 displays the options in circumstances. 
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--{'''";,, (I) 

Exlcnl 

Tcmpor:1I (2) 

-{s,,,;,,1 (1) 

Location 

li·111poral (<1) 

-E
Mcans (5) 

Mnnncr Quality (6) 

Comparison (7) 

--f
lh•:i\llll 

Cause Behalf 

l'urpo'il. 

{ 

Comilativc 

Accompaniment 

Additive 

Maner 

Role 

('I) 

(10) 

(II l 

( 12) 

(fl) 

(14) 

FIGURE 4.4 TRANSITIVITY: circumstances 

4.1.3 Logic and the translator 

129 

The source text on which the translator works is a material object in 
which the TRANSITIVITY choices have already been made and have 
been realized through the syntactic and lexical systems of the language 
in which it is written. The text consists, therefore, of da11se.1 which arc 
explicitly present and propositions which arc only present in an i111plirit 
sense. 

In addition, although there is a mapping of propositional structure 
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onto dause structure, there is no necessary one-to-one match between 
Actors, Processes, Goals and Circumstances on the one hand and 
Subjects, Predicators, Complements and Adjuncts on the other. Such 
'mism;1tches', hoth within and between lanb'llages, arc of considerable 
interest to the translator, since it is by recognizing them and, for 
example, inferring underlying propositional structure where clements 
of it ;tre 'missing' in the surface syntactic structure, that the translator 
'makes sense' of the source text; the prime prerequisite for translating 
it. 

Languages differ considerably in the extent to which Participant and 
Process relationships are actually realized in their syntax and this 
constitutes a substantial problem for the translator. 

This might be illustrated by taking Relational and Existential 
Processes as an example and comparing their realization in a number 
of hmb'l.1ages, basing our discussion on the following six sentences: 

I h A tiger is an animal 
1 b A tiger is fierce 
2a There is a tiger 
2b There are tigers in Bengal 
3a 7i1e tracks are a tiger's 
3b Tigers lun•e stript•s 

Exalllplcs 1-3 illustrate the three major types of relational process; 
inten'iive, circumstantial and possessive. The distinction between them 
is easily stated in terms of the relationship between the participants iu 
the process 

(I) intensive; xis a 
(2) circumstantial; x is at a 
(3) possessive; x has a 

and, within each, two types of participant relationship; 

{a) identifying: identified + identifier, where 'x' and 'a' arc reversible, 
since the relationship between them is one of equation and 

(b) attributive: carrier+ attribute, where 'x' and 'a' are not reversible. 

We can comment on each of the six examples in turn: 

I. Intensive 
1 a A t(~er is 1111 animal; the equation of tiger and animal allows two 
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realizations of the relations~ip in terms of either . , . , , , 1 

(i) class-membership: 'a tiger is an animal' (belongs to the class 
animal) or , ; . 1. • • • ; • 1 • .• , •. 

(ii) example: 'that is a tiger' (an example of a tiger). 

lb A tiger is fierce; the lack of equation between 'tiger' and 'fierce' 
indicates that it is the attributes or characteristics of the entity 
that are being ref erred to.~· 1 '· ' • ' · · ·' · ; • • :· 

2. Circumst~tial 
. I 

The circumstantial differs from the intensive (and, as we shall see, the 
possessive) in that the relationship is not between the entity and other 
entities but between the entity and its setting. 

2a There is a tiger. a tiger is located at a particular point in space 
and identified by being there. · 

2b There are tigers in Bengal: an attribute, but not a defining 
characteristic, of tigers is to be located in Bengal. 

3. Possessive 

3a The tracks are a tiger's: the tiger 'owns' the tracks and is identifiable 
as a tiger (ratller than, say, as a lion) by virtue of having made 
them. · 

3b Tigers have stripes: the possession of stripes is expected of tigers 
but they are not·a defining characteristic any more than being 
located in Bengal is. · 

There is, of course, a final type of proce~s we need to consider 
exemplified by a sentence like ' ' ' 

I • 

171ere are tigers: which is existential in that it does no more than assert 
the existence of tigers. It should not, of course, be' c~nfused!with a 
locative which also uses 't.here' (as example 2 above) but as a deictic 
rather than, as it is here, a 'dummy'. 

It will have been noted that, in English, be can be used to express all 
three sets of relationships, (or, more correctly, five of. the six 
realizations of tl}em), although there is quite a range of alternatives 
available in English which fulfil similar functions; equatives such as 

equal, represent, stand for ... attributives such as get, look, seem, sound, 
tum ... 
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Other languages tend to make use of fonns of be as well. Some can 
I 

show the equative intensive relationship - as Russian can in the 
present tense - by mere juxtaposition of the two roles e.g. 

\, 

Ivan, sa/Jat i.e. John is a soldier. 

Hindu/Urdu uses forms of bona (e.g. hat) in the relational processes 
in a way which closely parallels English usage: 

la intensive identifying: for both (i) class-membership and (ii} 
· example: . . 

(i) sher janwar hai: the tiger is ~n animal/tigers are animals 
(ii) wo sher hai: that is a tiger "· 

1 b intensive attributive: 
sher bim'iir hai: the tiger is sick , 

2a . circumstantial identifying: 
w"iihii sher hai; there is a tiger 

2b circumstantial attributive: 
sher Bmgal mi hai: there is a tiger/there are tigers in Bengal 

3a possessive identifying: · 
. pag sher ki hai; the track is a tiger's 

3b possessive attributive: 
· sher ki dhariii hai: the tiger has stripes/tigers have stripes 

and the existential: sher hai: the tiger exists. 

There appears, on the face of it, to be little problem in translating 
these relationships between Hindi/Urdu aml English. There arc, 
however, hidden difficulties: 

In Hindi/Urdu and in several other languages (including Arabic, 
Hebrew, Japanese, Russian, Turkish and the Celtic languages), a form 
of be is used for the possessive relationship as well, as we have seen in 
cxamplc'S Ja and Jb above, so a literal translation of 

, I . 

sher ki dhariii hai = tiger + to stripes are: to the tiger arc 

stripes 

Fu'rthcr, Hindi/Urdu makes a distinction between pennanent and 
transitory attributes by adding hot"ii in the first case but using hona alone 

in the second: 

(i) sher jangli /iota l1ai: the tiger is fierce 
tigers are fierce 

{ 
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(ii) sher p11r7i11a hai: the tiger is old 

In otl1er languages (Portuguese and Spanish, for example), there arc 
also two forms of be but their use is different from the languages we 
hnvc been considering so far. In Spnnish the limns arl': 

I. ser for the intensive: Juan es espminl: 

2. estar for circumstantial: 
Juan is Spanish 
]11a11 esta aq11f: 
Juan is here 

However, the two forms can also be used to distinguish - as in the 
Hindi/Urdu case with (/iota} ho11a - the degree of permanence of the 
attribute, e.g. 

I. scr: 

2. estar. 

}11a11 rs simptf tim; 
Juan is friendly (permanently) 
]11a11 estti simptitico: 
Juan is friendly (temporarily) 

We are left, then, witl1 a little unease about the universality of the 
proc.esses proposed by the model. There seems to be a degree of 
fuzzmess between some of them, particularly circumstantial and 
possessive; perhaps the fuzziness is more apparent than real and a 
function of language-specific syntactic and lexical choice - selections 
from the MOOD systems - ratl1er than a flaw in the notion of the 
universal proposition; the product of choices made in the sysh'111 of 
TRANSITIVITY. . 

4.1.4 Summary 

The TRANSITIVITY system is that part of the grammar which 
provides options - fundamentally, roles and processes and circumst­
ances - for the expression of cognitive content as required hy the 
ideational macrofunction. . 

This section has been concerned with providing an outline of the 
system of TRANSITIVITY options and examples of it in action in 
other languages, as a first step towards a fuller specification of the 
overall grammatical system . 

What follows next, is an equivalent outline of the MOOD systems 
which convert propositions into clauses. 

i 
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4.2 lnteractional meaning, interpersonal function 
and MOOD 

In the recent discussion of the TRANSITIVITY systems, it became 
clear that one of the translator's major problems was to analyse the 
surface syntax of a text with its explicit clause structures in ways which 
permirted access to implicit, underlying, universal meaning carried by 
the propositions. Clearly, given that we also saw that there is no simple 
one-to-one relationship between syntactic and propositional structure, 
any theory of translation worthy of the name will have to outline the 
options available in the syntax (more correctly, in the MOOD system) 
for a particular language anJ refer, comparatively and contrastively, to 
others. That is the goal of this section. 

First of all, we need to be clear about the role of the MOOD system. 
The TRANSITIVITY system (as we saw) is concerned with 
organizing the content of propositions. It is not concerned with the way 
that content is presented. That is the purpose of the MOOD system 
whose options present the relationships organized as propositions by 
the TRANSITIVITY system and constitute the syntax of a particular 
language. 

Further, the MOOD system is, in contrast with the universal 
TRANSITIVITY system, language specific and there is, obviously, no 
way tl1.11 lhc whole of such a system can he presented in one third of a 
single d1aptcr .m<l that is not what will be attempted here.'J What can, 
however, be done is to show the relationship between communicative 
exchanges and syntactic forms and, in this way, alert the translator to 
the mechanisms which link the highly abstract and universal proposi­
!ion with the totally physical and context-dependent (and, therefore, 
langu:•gc-dcpcndent) utterance or text. 

lntcractional meaning (or, alternatively, 'speech functional mean­
ing') is the active aspect of the cognitive, since it consists 10 of the 
knowlc<lge used by the communicator as intmder into the speech 
situation in contrast with communicator as observer of situations. 

Cognitive meaning involves the representation, in propositional 
form, of the entities and events. lnteractional meaning, in contrast, 
consisrs of the 'role relationships associated with the situation, 
inclu<ling those that arc defined by language itselt~ relationships of 
questioner-respondent, informer-doubter and the likei1 1 as language 
is used to participate in, rather than merely observe, events. In this, the 
function of the MOOD system is to structure sentences (more 
correctly, 'clauses'; the two will be distinguished in a moment) which 
'count as' speech acts which facilitate social exchanges. 12 

L11g1c, ~r1111111utr 1111tl 1 i11:111nc 

Let us consider the following text: 

The cosmonauts reached Mars in 2023. 
They were representatives of the . 
United Nations. They tested the 
atmosphere and sent Ground Control 
the historic signal; 'Wf? have put 
Man on the Red Planet'. Then they 
elected the youngest member of the 
crew leader of the exploration ' · 
party. 

In terms of TRANSITIVITY, the text contains a mixture of Actor, 
Material Process, Goal and Identified, Equative, Identifier choices 
plus a scatter of Circumstances (location in time and in space) but what 
is remarkable is that these propositions are encoded into the syntax of 
English by representatives of all six of the unmarked positive 
declarative clause structures of the language. They are 'unmarked' in 
the sense of being 'unremarkable' and the kinds of translation ·we 
provide when asked (out of context) such questions as 'How do you say 
"I saw a white horse?" in French?': 'J'ai vu un cheval blanc' rather than 
'C' est moi qui a vu tin chcval blanc', etc. (see 4.3.3 on this). 

Naturally, other options could have been selected to represent each 
of the propositions and those that have been selected could have been 
manipulated,· re-ordered, expanded, contracted in an enormous 
number of ways, shifting the focus of attention from one part of the 
proposition to another '(points which will be taken up later in this 
chapter). However, what we have in the text can be thought of as the 
fundamental clause structures of English which, of necessity, form part 
of the knowledge-base of the native and the translator and constitute 
(as we suggested in Chapter 2) their personal Frequent Structure 
Store for the language. 

It hardly needs saying that different languages organize (and 
reorganize) their own clause structures differently from English and 
that knowledge of these contrasting MOOD systems must be part of 
the translator's knowledge-base. 

We might examine how these structures are realized in the text, 
using the recogni~ed Systemic notation: S [Subject), P [Predicator], C 
[Complement], 0 [Object] and A [Adjunct or Adverbial] revealing, as 
we do so, the 'chain' of clause 'slots' which have been filled by words 
and phrases. We can provide a quick analysis of the following kind: 
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,. S ~ .d> · · A 
[The cosmonauts] [reached] [Mars] [in 2023) 

s p ; ' c 
[They] [were] [representatives of the 

United Nations] 

s p 
[They] [tested] 

& p 

'O 
[the atmosphere] . 

.•· 
0 . 

and [sent] [Ground Control]' 

0 
[the historic signal]: 

.s 
('We] 

: !I '· 

P 0 A • • . ; ,I 

[have put] [Man] [on the Red Planet'] 
' , , I' 

S , P,. . •"·:·>.·I·. 0 

\.• 

[Then] [they] [elected] [the youngest member of the crew] 

'1.: c 
1 [leader of the exploration party) · 

'' 1. '! 

This analysis is, naturally, far from complete ... the structure of the 
phrases which (so to speak) 'fill' the structural clause 'slots' remains to 
be specified - and, in any case, the text itself is limited in the options it 
exemplifies, since every one of the clauses is a simple, positive 
declarative; the range of options is, of course, far larger than that (we 
provide an outline of the model ,we are using in the Appendix and shall 
deal with the specification of the clause options in the next section, 
phrase options in 4.2.2 and focus on aspects of both, with particular 
reference to the problems of the translator, in 4.2.3). 

There is good reason to begiri' with the clause, .since it is the 
fundamental unit of communication and the essential locus of 
operation of the MOOD system, each of whose sets o( options 
orgarules the linguistic coding of a different kind of 'exchange' and 
serves the crucial function of making human interaction (and, hence 
society as we know it) possible. , i. • ; : • : 

The clause, (1) encodes the universal context-free proposition into a 
lalnguage-specific co-text sensitive form, (2) possesses a flexible 
structure which allows the communicator to distribute the information 
contained in the proposition through a range of alte: · · ;ve sequences 
and to focus the attention of the receiver onto cliff; •arts of it and 
(3) acts I as the abstract type. for the rt':'' of individual 
context-sensitive utterances and texts. 
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4.2.1 Communicative exchanges and clause options 

It can be argued 13 that, in essence, communication involves the 
exchange of either (1) goods-and-services or (2) information and that 
the communicator (µtc speaker or writer) can adopt one of two roles in 
relation to the 'matter' being exchanged; either (1) to give it or (2) to 
demand it. Granted that there are many different ways of giving and 
demanding and a huge range of goods-and-services and information 
which can be exchanged but, if we accept these parameters as 
fundamental, communication resolves itself into an attractive, simple 
fourfold taxonomy which can form the basis of a model which can be 
elaborated later: 

(a) 1 + 1 = Giving + goods-and-services 
(b) 1 + 2 = Giving+ information 
(c) 2 + 1 = Demanding + goods-and-services 
(d) 2 + 2 = Demanding + information 

Without pre-empting the discussion in Chapter 6, we can assign 
speech acts to each of these by asking: 'What would we call what the 
speaker was doing in each of these cases?' Possihle answers would 
(among others) be: 

(a) Making an off er: 
(b) Making a statement: 
(c) Issuing a command: 
(d) Asking a question: 

'Would you like a coffee?' 
'I've made the coffee' 
'Give me a coffee!' 
'I lave you made the coffee?' 

So far so good, but the question which arises next raises the central 
issue of this section; the options available in the MOOD system for the 
CJi.-prcssion of these speech acts. We ask: 'What kinds of sentences can 
count as the above?' The answer, as we shall sec in the next chapter,' 
turns out to be very complex. No simple one-to-one correlation 
between syntactic structure and communicative value exists nor should 
we eJi.-pcct it too. Even so, we can show how the four types of exchange 
(and the speech acts we have derived from them) can be carried by 
1111marl·ed choices from the MOOD options (the type of sentence or 
clause) which would be likely to co-occur with them (the very ones we 
actually chose in our examples): (a) Interrogative, (b) Dccla~ative, (c) 
Imperative and (d) lntcro·,,gative respectively. 

This is not to suggc· 11, for example, all declaratives signal 'giving 
information' i.e. that 1' ;s an isomorphism between communicative 
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value and syntactic structure. What is being suggested is (I) that there 
arc unmarked relationships between social value and syntactic 
structure and communicative value just as there are between syntactic 
structure and IOf,rical relationships and (2) these relationships are 
encoded into grammatically possible clauses through combinations of 
three fundamental clause structures - Subject, Predicator and, 
stnnding for both complement and object, Complement - which, 
through the sequences they off er, provide the options of the system of· 
.MOOD. 

\\'e can give examples (numbered below) of the six basic combina­
tions in a short simulated dialogue and display the system in Figure 4.5 
(the same numbers also refer to possible outcomes of selections 
displayed in the figure). 

:\ \Ve need a gromct (I) 
ll Wlw's a gromct? (2) 

What do you nwan 'gromct'? (3) 
Is it a kiml 01 • .. bbcr washer? (4) 

t\ Y cs. That's right. 
B Let's just use insulating '"• (5) 
A Pass me the tool-book (6) 

· • elections which arc (1) 
interrogative Squ and 
·' ::ly and two impera-

The numhned sentences excmplily M< 
indicative + declarative, (2), (3), (4) 
non-Squ and closed interrogative re!.i . 
tives; (5) inclusive and (6) exclusive. 

lndica1ive 

MOOD 

lmpcra1ivc 

FIClllRE 4.5 l\1000 systems 

Dcclanllivc (I) 

r Opcn 

{"" -(2) 

Non-S4u - (3) 

lnlcrrngativc L Closcd 

-------1[ Inclusive 

Exclusive 

(4). 

(5) 

--(6) 

,. 

Some comments might be made about the system shown as Figure 
4.5. First of all, how is it that we are able to make these distinctions? 
What we are, in fact, doing is recognizing the patterning of the SPC 
elements and attaching syntactic labels to them rather than responding 
to the semantic sense or the communicative value of the clauses. 

Thus the order S ... implies indicative in contrast with the lack of S, 
which signals the imperative. Similarly, SP signals dtdarative while, 
conversely, PS signals the interrogative. · .1 

There is also the important distinction, in examples 3-4, between 
'open' interrogatives, in which the 'Wh' word (shown as ~Squ' in Figure 
4.5) can be either the Subject or not, and 'closed' interrogative¥ which 
are signalled by some form of do (in the case of lexical verbs) or by 
inversion of the Subject and the auxiliary (in the case of auxiliary verbs; 

modals, be, have, do, etc.). , 
Finally, in 5 and 6, two types ofimperative can be distinguished: the 

first (the inclusive) marked by 'let's' and the second (the exclusive) 
marked by the initial Predicator and no Subject. 

What marks the dialogue as somewhat artificial is the bh•"'""r>'>S of 
the statements, questions, etc. What is missing is some .; of 
the speaker's assessment of what is being said. We ! · ~h: ·-.- ,ome 
qualification of the statement, some more tent , · · .• ig the 
question, some softening of the imperafr . ' which are 
different infi1m1 butthe same in th<': 

Let us imagine a slightly differer J simulated and with 

numbers which refer to Figure 4 · 

B Here's a gromet 
A It could be one 

It probably is 
Yes. It must be one 

B I've never used one before 
Though Sue sometimes does and 
Iain usually does. _ 

A I always use them 
You have to use them for a job like this 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) B OK, OK I'll let you! , 

i; 

' ' 

The crucial feature of this dialogue is the appearance (i~ se::~itences 
2-4) of some ~d of modal element,' signaqed by a modal ve::rb (e.g. 
could and must) or a modal adverb (here, probably). The system of 
modality is an extremeiy i~portan~ one, since it gives the communica-
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tor the option of expressing an opinion about the extent to which the 
assertion is (a) probable and (b) usual. 

In the first clause, there is rio assessment of either kind; the speaker 
does not raise the issue. In the ·second, third an~. fourth clauses, 
conviction and the statement of that conviction grows through 
possibility, to probability, to certainty. 

In 5-8, assessment takes place but in terms of 'usuality'14 rather 
than probability, moving from totally unusual (never) through the 
increasingly usual to totally usual; always (we shall be discussing the 
Implications of mod11llty for the· trnnHlntor In Section 4.2.3). 

In 9 and JO, we have examples of obligation and inclination; a 
system of modulation rather than modality, since it is concerned with 
proposals rather than propositions. In the first instance, A justifies the use 
of the gromet by reference to some (unstated) safety regulation or code 
of good practice: In the second, B expresses the degree of willingness 
he feds in accepting A's ~nsistence on the use of the gromct. 

., ; ,,, 

Probability 

MODALITY 

Frequency 

-[ 

Obllgu1lon 

MODULATIO~ 
1 

Inclination 

FIGURE 4.6 Modality nod modulation ; 

-4 
Neutral 

Possible 

Probable 

Certain 

-{ 
Never 

Somclimcs 

Usually 

Always 

(I) 

(2) 

(3) 

(4) 

(5) 

(6) 

{7) 

(R) 

(9) 

(IO) 

1 To conclude, we might make the point that we have carefully 
avoided saying that, for example, the open interrogative seeks 
infonitation and is answered by the proviSion of that information and 
that this contrasts with the closed interrogative which seeks confirma­
tion and is properly answered by' 'yes' or 'no' or some equivalent 
expression. These are matters which are more correctly dealt with as 
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part of a discussion of speech acts (sec Chapter 6) rather than here 
where we arc intentionally limiting ourselves to an outline specification 
of the syntactic resources themselves: the options which are available 
to the communicator for the encoding of propositions and also for use 
as communicative acts. 
"' We also take it as axiomatic that (I) the structures we ha\·e lwrn 
discussing can he extended in an enormous number of ways - hy thl' 
expansion of the 'fillers' in each 'slot', by the embedding of further 
clauses within the main clause, by the coordination of additional 
clauses nnd/or phrases, hy the nddition of Adjuncts nllll so IC1rll1 - and 

that (2) this knowledge, too, forms part of the language user's 
competence. 

Since the clause is the carrier of the totality of the content of the 
proposition, we have been concentrating on an outline of the options at 
that level. We recognize, of course, that a grammar provides options at 
nil of its levels - morpheme throu!{h to sentence - (and contrihut1·s to 
structuring beyond sentence level) and that a comprehensive modd ol' 
the grammar (which would be of enormous size and beyond the scope 
of this book) would attempt to cover them all exhaustively. 

None the less, even though we intend no such comprehensive 
treatment, we still feel obliged to give some attention to the smaller 
units, particularly tl1e phrase. 

Phrases certainly possess systems of their own (number, case, 
gender in the head of the NP, for example), and although these arc of 
less general interest than those of the clause, they can and oftrn do 
carry important information, particularly at the level of specific detail. 

It is to the phrase and the important notion of chain and d1111ll' to 
which we now turn. 

4.2.2 Chain nnd choice: phrase options 

In our outline of the MOOD systems of English we have hccn 
concentrating on d1111se stmcture. What has been avoided (intcnlionally) 
is any consideration either of structure above or below the level of the 
clause or of the clements which fit into that structure. Some of 1hcsc 
omissions can be rectified now. 

We should begin by recognizing a crucial distinction in the 
grammatical model we arc using: that of chnin vnsus choice 
(alternatively, fi111ctio11 versus fon11, slot versus filler, ~)111ta~111atic versus 
paradigmatic); syntactic structure versus the fimm which rcaliz(' that 
structure. 

The analogy of the 'fruit-machine' might help here. The 'fruit 
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machine' allows for the mechanization of a game of 1 ·!·:"1n· ;1. 11 
the player gambles on particular strings of symbols occurring in 
sequence. The machine contains three drums, each of which rotates at 
a different speed and carries a number of symbols: bells, cherries, 
grapes, lemons, oranges, pears, etc. There are, then, nvo axes: 

(a) the s;•111ag11111tic axis of chain; the three positions at which the drums 
can stop revolving; the equivalent of the options of the MOOD 
system in the grammar and 

(h) the parad(~rmatic 11.\·is of choice; the 'list' of symbols which can appear 
in those positions; the equivalent of the options available in the 
lexicon (words am/ phrases). 

The .1\100)) system of the grammar provides a chain or structured 
sequence of functional positions or relations which arc 'realized' or 
'filled' by formal items (a) at the level of the clause by phrases and (b) 
at the level of the phrase by words. Just as the clause has its SPCA 
structure, so too phrases have their own structures; for the moment, 
111/Jtlifier (m), head {h), qualifier (q). 

The chain in the clause typically contains functions and forms such 
as: 

Sul~jat (S), Object (0) and Co111plt:111mt (C), typically 'realized' by 
formal items such as 11011'1 phrases (NP) 'filling' S, 0 and C 'slots'. 

Pwlimtor (P), realized by verb phrases (VP) 'filling" P 'slots'. 

,·Jilj1111ct (A), realized by athierbial phrases (AdvP) and prepositional 
phrases (PP) 'filling' A 'slots'. 

For example: 

The crew 
S[NP] 

tested 
P[VP) 

the atmosphere 
O[NP] 

carefully 
A[AdvP] 

Equally, phrases also contain chains and choices, e.g. in the NP, • 
AJjP and AdvP; modifier (m), head (h), qualifier {q), 'filled' by 
formal items (normally words), as in the example below, by a 
determiner, an adjective, nvo nominals and a prepositional phrase: 

The 
NP [m(d) 

excited 
m(aej) 

space 
m(n) 

scientists 
h(n) 

from Earth 
q(PP)] 

·j 

"'''.:--.··, .:J··· 

d odifi h ad ii • .: -- , ~1 . 'It , . . . ''f' and 
The suggeste m ' er- e - ·' " '" ' , . th 

AdvP well enough but require re-defininon for U1c ou1a pwa;,.;;, m e 

case of:. · "' 
' ~. q ' . f . l 

b h uxiliary _ main verb - extender and · . - . · 
(1) ver, P rases as a · · · preposition -
(2) prepositional phrases as . before-prepos~ti?n - b f . 

leter•-t with in principle, an unbm1ted num er o. ttQIOS 
o:~~ding zero) 'fiiHng' the modifier (or auxiliary) and qualifier (or 

extender) 'slots'. ' 

With this information we can specify the contents of tl}e FSS at 

phrase-level for English. 1 
" • " : · · 

i ~ .: ; '. , l d 

4 2 2 1 Frequent st"4aure store; phrase level alifi . 
. At. hrasc-level we should eXJ>ect modifier-head-qu . er struc­

p th mhq being redefined in the c~se of ~1) verb phrases as 
tures, e . '. d (2) re osition'al phrases as before 
auxiliary-mam verb-extender an p P . , . 

1 
· · 1. •t d • . 1 l5 ·th in pnncip e, an un 1m1 e 

preposition-prepos1non comp eter wt , . ( T ) 
number of items (including zero) 'filling' the modifier or. ~ma iary 

and qualifier (or extender) 'slots': 

Noun phrases: 

1he man l Z~t~leew } 
who rang (ml h (q) 

Verb phrases: 

(a) mv (e) can look up 

~I 
Prepositional phrases: 

: : ' ~ 

(bp) p c , 1 almost 10 France 
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We were careful to qualify the point about the unlimited number of 
'fillers" in various parts of the ·s~cture by adding 'in priiiciple'. In 
practice, processing would break down if there were too many but, 
more interesting from our point of view is the fact tha~ given a series of 
'modifiers' and 'qualifiers'; there is some constraint over which cnn 
occur where. In the case of the v~r~ phrnsc, the order is rigid: 

i: ., 

modal +have + be + mv 
may have been going 

Noun phrases have a greater degree of flexibility, though the fixed part 
of the series can be typified by 

determiner 
the · ·, . 

' :n :: 

ordinator 
last 

!;: 

epithet 
. hungry 

nominal 
Siamese 

head 
cat 

I ' ' ' 

That '.ili~~e is a 1YJ?ical .order, ~nd ,tha~. this is not necessarily the same 
from languafe to language requires us to imagine such ordering as part 
of the FSS. I ' ' i 

• • i1_11 

4.2.2.2 Order of modifiers in NP 
One way of discovering the unmarked order for modifiers in a noun 
phrase would be to try making up arrangements of items drawn from a 
set of data. 

For example, taking the headword cat and a small number of 
modifiers: a, chocolate, Siamese, small, young, we quickly arrive at the 
unmarked order 

a small young chocolate Siamese cat 

and recognize the string of formal items as a determiner followed by 
no less,than four epithets: 

d e e e e h 

T~e question still remains: Why this order rather than another? The 
answe~ seems to lie in the nature of the epithets themselves. They 
refer, m order, to: size, age, colour and origin. To shift the. order 
would result in varying degrees of markedness (the determiner 
~curring in any but initial position, for example, would be ungramma­
tical as, one suspects, (3) and (4) are) or, as in (2), a change of meaning 

i, 
I 

i 
;; 
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from a reference to colour (i.e. a type of Siamese cat which has 
chocolate-coloured points) to one which is made out of chocolate: 

(1). a yo1111g small chocolate Siamese rnt 
(2). a small _yo1111g Siamese chocolate cat 
(3). a dmmlate Siamese small J101111g mt 

• (4). a J•1m11g d111m/11te small Si111111'.H' ml 

and so forth. 
Nor are we finished if we merely say that the determiner must C(ll11C 

first in the string. What order do the following (all of which precede the 
epithets) come in?: all, other, their. The native-user of English comes 

instantly to the decision: 

all their other cats 

on the basis of knowledge which suggests that determiners can bl' 
sub-divided into (at least) pre-deictic, deictic aml post-ddctir (we 
introduced the notion of deixis briefly in Chapter 3, Section 3.3.3 as 
part of the discussion on immediate situatio11 of 111tera11ce). . 

All this, and a great deal more, is known by the competent user of 
£nglish 17; it goes without saying that such knowledge must also he_ 
available to the translator and it is to a consideration of some aspects of 
MOOD, which may be of particular relevance to the translator, that we 

now turn. 

4.2.3 Grammar and the translator 

In this section we shall take up two issues which have been addressed 
earlier in relation to MOOD in English: (l} the ordering of epithets in 
other languages and (2) the expression of modali~J' with particular 

reference to German. 

4.2.3.1 171e orderi11g of epithets 
We have already suggested that part of the information storcd in thr 
!'SS would include the t)i>ical unmarked order for epithets and that this 
is not necessarily the same from language to language. Compare, for 
example, the same content in English, German and French

111
: 

d c c n 

a fast red car 

cin schnclles rotes Auto 

but: 
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1 ·Hi 111111.1111 .. 011 111111 I m11s/111111g 

d 
une 

ll 

voiture 
e e 
rouge rapide 

We might leave this topic by making the possibly obvious point that the 
English order, as given, is certainly unmarked hut what if the epithets 
arc switched? 

d 
a 

e 
red 

e 
fast 

n 
car 

Sl~l·ms possible, though marked. Can this be replicated in German and 
French in the same way? 

cin schnellcs rotes Auto 
une voiture rapide rouge 

4.2.3.2 Alodali~y 
We saw earlier (in Section 4.2.1) that part of the MOOD system 
provides options for expressing opinions on the probability of a 
propositim! hcing true and its frequency (i.e. how reliable the assertion 
is and how usual what is asserted). 

We isolated eight levels of assessment: four for each. In actuality, 
the~:: arc points on a continuum running from possible and probable to 
11/111os1 ra111i11 ;11HI from t1t'Ver through so111e1i111es and 11suti!IJ' to alll'ays. 

Clearly, it is essential for the translator to be able to r~cognize the 
s1n·n!{lh with which the wrilcr of the SI :r hold11 nn opinion nnd to he 
abk to render that in an appropriate manner in the TLT. 

English realizes these through modal verbs but also through a range 
of modal adjum:ts and so docs German, but German also has a 
suhstantial number of modal particles for which there arc no automatic 
equivalents in English. 

A small word like tlor/1 in German illustrates just how complicated 
tran~lation is. By using dor/1 the speaker (or writer) turns a response 
into a retort and its connotation is of 'complacent superiority or 
d1allcnge: hy the way you talk (or act) one would think you didn't know• 
(or were ibrnorant of the facts)' 19,e.g. 

I lave you been to the exhibition at the Royal Academy? 

l 11t1•a go to I .ondon. 

/ch Jlilm: doch 11ic: 11ach Lo11do11. 

l 

·! 
Notice that we are reduced to italicizing th~ n~er in .En~lish because 
there does not appear to be a suitable lexical 1~em, 1.e. · m speech the 
modality would be signalled by· intonation: ,a nse-fall. Indeed, even 
where it is possible . to find lexical equivalents . they a~e rarely 
one-to-one and may also require substantial syntac~~ re-~d1usbnent. 
For example, [st doch klar • •• might by translated ns rt s obvious ~ • · ~ut 
another option would be. . . you ought to know that, th~: cho\Ce 
depending on the surrounding co-text and context. Nor, we rrught. ~dd, 
is doch unique. There are over a 'dozen more: ' · 

(1) mal nnd aber to show that th~ .speake~ is impressed; fav01y-ably or 

unfavourably: ' I · 

Das ist ma/ (~er) tine Obmaschungfiir dich 
. That's a disappoinbnent for you 

. ' 

(2) schon and auch with the same function in exclamations: · : 
' ~ ', . 

Was der Kerl auch (schon) fiir Einfal/e hat! 
Jf'hat strange ideas this fellow has! 

. '1••1. 

(3) ja in statcments,to indicate that the spe~ker/writ~r believes that the 
hearer/reader is aware of the facts bemg stated. · 

Du hinkst ja - you're limping 

or to express irony or sarcasm: 
, j , : . I . ~ 

Du verstehst ja vie/ davon ~ a lot you know about it 

It would be possible to condo~~ and survey the uses of eben.; denn, 
eigentlich, e1111a, bloss, nur, sogar, noch, iiberhaupt . .. but the pomt has 

surely been made. 

4.2.4 Summary :;\. .. . , 
· In this section we have shown how interactional meaning is carrie~ by 

the interperso~al macrof unction of language drawing upon the opnons 
available in th,e systems of MOOD. The essential point was made 1!1at 
the role of the MOOD system is to provide the mean~ for conve~~g 
the abstract, universal, observer-oriented representanons of ~nnnes 
and· events in the form of propositions into equally abstract but 
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language-specific, communicator..;oJ:iented clauses which underlie the 
ability to express meanings and' to participate in communicative acts. 

We have outlined the options available in the system and listed half a 
dozen clause-types which we believe to be typical.of English and, 
~erefore, part of the competence ·of the translator working from or 
mto the language and, hence, included in any specification of that 
competence. 

What ·follows is an examination of the enabling options of the 
TH~ sys!ems which convert clauses (plus their corresponding 
prop~s1ttons) mto ~tte~ances and texts which are actually issued in the 
course of commurucatton - spoken or written - and structured so as to 
present information in a marked or unmarked manner. 

4.3 Discoursal meaning, the textual function and the 
THEME system 

Discoursal meaning consists of what we kno~ about th.e structuring 
of .utter~nces (or texts). This inc!~des such linguistic knowledge as 
arttculatton and the use of wnttng systems and lexico-semantic 
knowledge involved in the creation of cohesive texts. It also includes 
knowledge which allows the speaker to orgadize speech acts into 
c~herent com.~1mnicative discourses; linguistic knowledge combined 
with such social knowledge as knowing when to speak or write, to 
whom, what about and how (all this stored, presumably in the logical 
and ~ncyclopedic entries of the L TM database; see Cha;ter 7 ~n this). 

It is .the role of the. textual macrofunction of language to organize 
such d1scoursal r·'.'::inmg by ~11·;ing boil, rognitivc :1"" intera, ~=·"d 
mr.1n; '-: :,~ r· ·· · : ,,~,. ·: ., 1

-· ·,~, • , • 

,., .. 
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lf6rmsj a unified whol~'.h 
The orientation of the textual niacrofunction is in contrast with the 

ide~tional ~nd ~e interactional towards the concrete and physical. 
While the 1deational macrofunction is concerned with context-free 
propositions (~e propositional content of the speech act), and the 
mterpersonal with the context-free sentence type (i.e. with linguistic 

Logic, gr11111/11tir and rhctorit I ·l'J 

rather than logical structure), the textual is concerned with the 
realization of sentence tokens, i.e. context-sensitive utterances. 

In speech act terms, it is the illocutionary force rather than the 
propositional content which is signalled by the textual macrofunc­
tion and, in discourse terms, the mode of discourse rather than its 
domain or its tenor and the texts it structures arc judged- inevitably, .. 
given their context-dependence - purely in terms of acceptability. 

The THEME system operates through two systems both of which 
are concerned with the placing of information units in the structure 
of the clause and providing a range of options which allow clause 
structure to be manipulated so that varying degrees of prominence 
can be achieved by the information contained in the clause. Th<:> two 

systems arc: 

1. THEMA TIZATION: this organizes the initiation of the clause (its 
comtnunicative point of departure) and acts to direct the attention 
of the receiver of the message to the parts the sender wishes to 
emphasize. The key clements involvcll in this nrt· thcnu- and 

rhemc. 
2. INFORMATION: this organizes the completion of the clause (its 

information focus) and, like THEMATIZATION, also directs 
attention to parts of the message. The key elements involved arc 
information distribution and information focus. 

4.3.1 Organizing information; text structure 

There has hccn, and still is, a degree of confusion in linguistics over 
':fr;: ... : rif'tC\I md 'disc• ·:«~r.'. 23 Our own usagc hinges on the 

'(~ '' ' I 'J-1 '-, ! ~ : ;1 ~{·: .•.••. ,,ccs lf'i 

·t' 
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A• j~~§l .61~~ w~ .icl.liJ.li ~u11.a11~ll~ jrn ~ " '!W,. w1_,., 

~-,..,_.,,!" ,l;:."'.~_h;:ru1~~~ ·~~i ~ "~~"''~'--"- ,. · :dlfll~ :1 ,H ..... ~:-;· i.\'!,n1,.... \\'?tf1 

\\ t. 
I ,'\ .' 

commmm;;1llve a< .. l and u1:iw1guish tcx1-as-prouul:l how 
discourse-as-proccss.27 We realize that this is n somewhat conserva­
tive position to adopt.28 It does, however, at least have the merit of 
allowing us to concentrate here on text - a product of the linguistic 
system - and leave until the next chapter clements which arc products 
of all the communication systems available to human beings and not 
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just lhc linguistic: (I) discourse (Section 5.2) and (2) speech acts and 
parameters of stylistic variation (Section 5.3). 

I low, then, arc texts distinguished from non-texts? Three 
c.haracteristics have been suggested. For a text to demonstrate 'texture' 
(1.e. lob~ a text} it must possess (1) generic structure (it must belong to 
a recob'TIIZable genre or register, both notions we shall take up again in 
the next chapter), (2) textual structure (it must reflect the selection of 
'.1ptions from ~he THEME systems; theme and information) and (3\ 
mtcrnal cohesion. 

The first of tl~esc charncteristics - generic structure - belongs 
con~e~tually outside the linguistic system itself and within the larger 
s~m10uc ~ystcn:is of co~1munication in general; it belongs, in short, 
with. a d1scuss1on of discourse. The remaining two, however, are 
~artJ(:ularl~ germane to our present interests - outlining the form and 
h111c11'.111 of the systems which organize discoursal meaning - and will, 
thcrdore, be discussed next. 

. But, .before we look in detail at THEME and, more briefly (since it 
ts a topic taken up in the next chapter) at cohesion, it would be well to 
state clearly what we believe text to be. 

We sec tc~t as a combination of sentences linked by both syntactic 
·~nd _(~ore nnportantly) semantic means (through and with the 
h1~gu1~uc co-t•..:xl): cohesion. Text is only text by virtue of the network 
~f lc~1c~I an~ grammatical links which hold it together. It is 'the basic 
11116'1.llS~1c untt, manifested at the surface as discourse'29 and signalled 
~ 1 ~' chowes from the theme and information systems of the grammar. 
. I l~l·:.i: ~):~1rn1~ 111i111lpulatc l111g11lstlc structure 111 dlstrlhute nnd focus 
111form.at1on; the theme system through the lcxico-grammatical struc­
ture ol the ~lause and the information system through the phonological 
structure of the tone group. 

4.3.2 Thematization 

'l~he two THE~E systems provide options for the expression of 
tl1sco:irs:1l meanm!' ·1< ri•nuired lw the textual macrofunction. Speci-

r the clause to be 
• 1 '.~ 1 ~ shifted l.ctween the 

1 :11w11~ 1i.i1 b 01 u1c message, e.g. the passive in English making the 
Goal rali~c~ than th~ Actor the Subject of the clause and thus focusing 
on and givmg prommcncc to the Goal of the Process rather than th:: 
Actor. 

Theme itself contains two sub-systems: thematization and 
information, each of which, it will be noticed, arc involved in 

information distribution but in different ways. 30 The first is concerned 
with the distribution of information' in the clause and, specifically, the 
initiation of the clause - its 'communicative point of departure' - and 
acts to direct the attention of the receiver of the message to those parts 
of the structure of the signal which the sender wishes to emphasize. 

The second, in contrast, is concerned with the distribution of 
information in the context of the tone group. We shall concentrat; 
here on the first of these systems, since the focus of the second is 
speech and our own is essentially writing.

31 
' 

In contrast with the propositional terms, Participant and Process, 
used in the discussion of the TRANSITIVITY system or the syntactic 
(syntagmatic, functional, chain) terms SPCA used in the. ~O~D 
system at clause level, thematization makes a single d1sunct10~: 
Theme versus Rheme (concepts originated by the Prague School m 
their work on 'functional sentence perspective' in the mid-1920s). 

We shall use the term 'theme' in this section in a strictly technical 
sense which distinguishes it from 'topic' (on 'topic' and 'comment', see 
Chapter 5, Section 5.2.3). The Tlleme ~s the initial unit of a clause and 

the Rheme the remainder.32 ' 
Exceptions which are not taken into account when locating theme 

are the occurrence, as the first unit of the clause, of (a} initial ~linkers' 
as and and or, (b) 'binders' such as because and if, (c} evaluative 
disjuncts such as fottunately, frankly, ideally and (d) conjuncts such as 

yet, though, then, etc.
33 

. . . . 
The options available in thematizarion are displayed m Figure 4.7 

with 1111 u11unl the nmnbcrN in It corresponding to those of the ' , . 
examples we arc about to give. 

4.3.2.1 Unmarked theme , , , 
-The 'expected', 'unmarked' and 'unremarkable', theme of a i:nain 
clause - shown in italics - is illustrated by any one of the following: 

1 (a) He bought a new car 
(b} Ditl he buy 11 new car? 
(c) What did he buy? 
(d) Buy a new earl .. 

In terms of syntactic structure, these are realizations of: 
•\ . -

(a) Subject in an active declarative clause 
(b) Auxiliary in a closed interrogative 
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't . ,, ~' : ; ; , Marked. , , : . Predfcaled · 
Theme, · Theme? 

" ':" • ·' 1.tlO· 

Preposed Cleft'? 
Theme? 

1(1· ;)i 

.-{· ~~'.~ No - No - (I) 

No 

1 

; :~ -L : = ::: 
·. Yes -{ -+C :: = ::: 

Yes 
· , Yes - (6) 

THEMATIZATION 

No - No - (7) 

'; 

Yes - No - (8) 

Yes 

-{
. ~o -c :e: = «:~) 

Yes 
Yes~ No:- (II) 

~Yes- (12) 

FIGURE 4.7 THEME systems: thematization 

(c) Wh - element in open interrogative 
(d) Predicator in an imperative 

Any deviation from this (apart from the cases we noted earlier) 
constitutes marked theme which can be realized by means of fronting 
and/or predication and/or preposing (see below). 

4.3.2.2 Marked theme 
We shall illustrate marked theme in English- signalled by predicating, 
preposing, clefting or fronting of the theme and combinations of these 
op~ons (other languages have, of course, different ways of marking 
theme) - with the following sentences, all of which, it will be realized, 
contain exactly the same ·propositional content (i.e. the Actor-
Process-Goal is identical): · 

(1) The dog bit the man 

i ~· 

" i. 

lo!(ic, grammar mu/ r!tl'lorir 

(2) The dog bit the man, it did 
(3) The one that hit the man was the dog 
(4) It was the dog that bit the man 
(5) The one that hit the man was the dog, it was 
(6) It was the dog that hit the man, it did 
(7) The man was bitten by the dog 
(8) The man was bitten by the dog, he was 
(9) The one that was bitten by the dog was the man 

(10) It was the man that was bitten by the dog 
(11) The one that was bitten by the dog was the man, it was 
(12) It was the man that was bitten by the dog, it was 
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We may comment on each of these options since, as will have been 
noticed, the stylistic effect - the appropriateness for a particular 
communicative context - differs quite considerably from example to 

example. 

(1) This is the 'neutral' unmarked sclc1:tion. The altrntion of 
reader (or hearer) is not caught in any way by the order in which the 
clause is organized. There is, in fact, a one-to-one correspondence 
between the clements of the propositional content (the selections from 
the TRANSITIVITY system) the syntactic units (sclcctc<l from 
MOOD) and the Thcmc-Rhcme ordering (sclcctc<l from the 
THEME system) which is precisely why the clause, realized in this 

form, is unmarked: 

Actor Process Goal 

Suhjcd l'n·dirntor C11111pk111t·111 

Theme Rhemc 

The dog hit the man 

(2) Herc the theme has been preposed by repeating it. 

There arc, of course, alternative ways of doing this: 

(a) The dog, it hit the man 
(b) It bit the man, the dog did 

(3) Herc the theme has been predicated by selecting not a 'deli 
sentence' structure (sec (4) below) but a 'pseudo-cleft' with the 

structure: 

S = NP = m h q r = relative clause I 

. 'I 
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(4) In this instance, predicating the theme has again been selected 
but, in contrast with the example we have just seen, taking up the 
option of the 'cleft sentence' where the theme is given the structure: 

ii BE Theme which Rhcrne 

l 
who (rn)} 

1hat 

(5) This example combines predicated with prcposed theme and, 
wit11in the predicating options, ilie 'pseudo-deft'. 

(6) Herc the selections arc ilie same as in the example above -
predicating and preposing - but with ilie 'cleft-sentence'. 

(7) This example introduces the third major option: the theme has 
been fronted (also termed 'thematization', 'topicalization' and 'mark­
ing'). This has been achieved by deviating from the unmarked order, 
i.e. by putting, in the example we have given, the Goal in Subject 
position. Again there arc alternatives depending on which part of the 
proposition is the focus. We could (a) focus on the Goal as in the 
example, or (h) the Process: 

bir the man, the dog did 

(8) Fronting with preposing. 
( 1>) Frontinl{ with prcdicntinj( nml the 'pseudo-cleft' selected. 

(I 11) t\s a hove except for the choice of the 'dell'. 
(11) I ltrl' marking has hccn achieved by all three sets of oplions: 

fronting, predicating and prcposing of the theme, with the 'pseudo­
cleft' form of the preposing. 

(12) Identical to the above, except for the 'cleft' in place of the 
'pseudo-cleft'. 

So much for the distribution of information within the confines of 
the tone group or clause. What is needed next is to indicate ways in 
which clauses are tied together to create texts: the processes of 
cohesion. 

4.3.2 Linking clauses; textual cohesion 

When clauses arc structured by making choices from the formal 
options in ways which focus attention on one part rather than another 
of the chain, the theme systems arc being activated to create linkage 
11•ithin the clause. I lowever, when the slructure of clauses contains 
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formal lexical items which serve to create linkages between clauses, 
cohesion is being used. · , · · ·' • .: ' : 

Cohesion - one of the seven standards of textualityH - makes use 
of formal surface features (syntax· and lexis} to interact with 'underlying 
semantic relations'35 or 'underlying functional coherence'3~ to create 
textual unity. · . 1 , , t . l: I 

Cohesion is achieved in five major ways by means of sets of markers 
of cohesive relationships. We shall provide examples (the numbers 
referring to those in Figure 4.8): I I 

Anaphoric 

{ 
(backward 1 , , • (I) 

reference) 
Endophoric (within 1ext) 

Cataphoric : i 

(forward (2) 
' reference) · 

Reference 

'' 

Exophoric (outside texl) (3) 

• :' I.: 

.~Nom;rul:-.-(4) 

Substitution Profonns . . Verbal - (5) 
I ' ,· 

Clausal - (6) 

ellipsis ' (Omission) (7) 

Junclion 
-------------1 Adversative - (9) ~ 

Additive - (8) 

Causal -(IO) 

Temporal -( 11) 

Lexical cohesion 

I: ·j :: 

-----------t[ Reiteration 
Collocation 

FIGURE 4.8 Markers of cohesive relationships 

(I) Here's Sue. She has just arrived. 
(2) They1ve gone to Spain, the Smiths. 
(3) It's over there. 

-(12) 

-(13) 

(4) Wt gave them it. .1ii · ' • I I I• 

I· 

I , , 
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(5) Let's do it. · 1 
• :~.· 1 

(6) I think so. 
· • (7) I Who's there? Fred? · · ' 

(8) 'I got up and had a coffee. · 1. 

(9) I woke up but went back to sleep. 
(10) I was awake so I got up. 
(11) I got up then I had a coffee. 
(12) ·I drank coffee after coffee. 
(13) There were plenty of hot drinks: tea, coffee, milk . .. 

We may label and comment on these: 

1 !1 

(1) ,Endophoric reference: reference to items within the text itself 
which . make interpretation possible by making use of the 
co-text. Here reference is backwards, to an earlier part of the 
text; hence 'anaphoric reference. 

(2) As above, only the reference is now forward rather, than back; 
t;ataphoric rather than anaphoric. 

(3) EXophoric reference: reference outside the text which makes 
interpretation possible only by making use of the context in 

· which the text is being issued. 
(4) Substitution by means of a profimn; here a nominal. 
(5) As above but with a verbal proform. 
(6) As above but with a clausal proform. 
(7) Ellipsis; the omission of a previousiy explicitly expressed form. 
(8) Junction; additive. 
(9) Also junction but, here, adversative. 

(10) As above but causal. 
(11) As above but temporal. 
(12) Lexical cohesion: reiteration of the same item 
(13) Als

1
o lexical cohesion but here by means of collocation. 

I , 

We shall be making use of these categories and examples in the next 
chapter as· we discuss discourse and, again, in Chapter 6 when we 
consider issues involved in reading and writing texts. 

1,. 

4.3.3 Rhetoric and the translator , 

Given that rhetoric - the THEME· system of the grammar - is 
concerned with all the resources available to a communicator for 
distributing information in a text and focusing on selected parts of it, it 

.+ 
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is clearly impracticable to think of providing examples for all options, 
even for a single pair of languages; that would constitute a major work 
in itself. We shall therefore limit ourselves to a single issue, 111arJ:td11css, 
and a single pair of languages, English and French. 

Consider the possible renderings into French of the proposition 
• realized by the English clause37

: 

I saw a white horse. 

(1) J'ai vu un cheval blanc. 
(2) C'est moi qui a vu un cheval blanc. 
(3) Mais j'ai bien vu un cheval blanc. 
(4) C'est un cheval blanc que j'ai vu. 

We might try literal translations of each of these into English; a process 
of 'back translation'. 

(1) I saw a white horse. 
(2) It's me/It is I that saw a white horse. 
(3) But I well saw a white horse. 
(4) It is/was a white horse that I saw. 

Clearly there are ~egrees of acceptability being reflected here. 

(1) is isomorphic and, presumably, unmarked in both languages 
and, hence, part of the FSS for both and a clause which would moYe 
through the syntactic processor at high speed whether being analysed 
or synthesized. 

(2) is possible (i.e. grammatical) but has an awkward ring to it, 
which signals unacceptability for a native user of English. One would 
feel more comfortable focusing on the Actor with an English ciausc 
with a predicated theme and a 'pseudo-cleft' of the type: 

The one who saw a white horse was me 

rather than the predicated theme with a 'cleft sentence' sclcctnl by 
French. 

(3) is not possible, as it stands (i.e. it is ungrammatical), since the 
information focus is on the tmtli of the assertion and would be more 
naturally rendered by some clause such as 

I really did sec a white horse 

, I 

I 
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in which c.1sc we arc dealing with modidity (see 4.(3) or, alternatively, a 
version could be constructed which focused on the process; 

S:1w a white horse, (that's what} I did 

but one suspects that that is not the focus of the original. 
(-t} again an isomorphism between two marked forms in both the 

lall!,ruages; focus on· the Goal of the process through fronting and 
predicating with a 'cleft'; 

It is/was a white horse that I saw 

IL is revealing how even two closely related languages should still 
diverge in their choice of options in THEME. How much greater 
might we expect the differences to be between more distant languages 
and cultures. 

4.3.5 Summary 

This brings to an end the outline of the third of the systems which are 
at the disposal of the three macrofunctions of language: the textual. In 
this section we have been concerned with specifying the nature of text, 
outlining the components of the THEME systems - information and 
theme - and, finally, giving an indication of the range of markers 
11\'ail11hk i11 Eni-tlish (there hcing, of course, cmnparuhk formal sets in 
other languages) for linking clauses and sentences together to form 

tt·xts rniiicr than chaotic nggrcgatcs: cohesion. 

4.4. Conclusion 

The chapter began by building on the three-way distinction intro­
duced near the end of the last - proposition, sentence and utterance -
and used this to introduce a functional rather than a formal model of 
language, based on Systemic linguistics39

• In this model, the linguistic 
resources of the language have been presented as being regulated by 
three distinct macrofunctions of language, each of which organizes a. ; 
particular type of meaning through a range of options made available to 
the communicator, in a complex of networks and systems, for use in 
the encoding and decoding of messages. 

The chapter, therefore, marks 11 major shift of fi.1cus, from form to 
function; from lani,ruage as a closed system to language as an open 
system; from semantic sense to communicative value; from the 

context-free word or sentence to the context-sensitive utterance or 
text. "; . 

Most importantly, it is in this chapter that we have begun to place 
language in its social context, building on the three levels of setting for 
the communicative act (situation, context and universe of discourse) 
which we introduced at the end of the previous chapter, and move 
away from the earlier preoccupations with language 'as a purelr abs11act 
linguistic phenomenon or a psychological phenomeno~ loc~ted in the 
mind of the individual user and from language as an , abstract 
context-free code isolated from-the influences of space and time. 

We are now at the.point where we can move from the codF and the 
options available in it for the expression of meaning to the actual 
realization of choices from among those options. We are about to leave 
the text with its thematic structures and cohesive bonds, ·clauses as 
representations of propositions (with the propositional participants and 
processes mapped onto the subject, predicator, complement structures 
of the clause) and begin to examine discourse: language' in use, in 

. • ' I 

context. 
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5 Text and discourse 

Up to this point, notwithstanding the approach we adopted in the 
previous chapter, we have been tacitly accepting two of the major 
tenets of twentieth century linguistics: (1) that the goal of ling-uistks is 
to specify the rules of the code possessed by some kind of idealized 
speaker of a hmguagc - linguistic compctcncc1 or, tho11f{h not n 
wholly equivalent term, languc2 

- and, (2) that the larg-cst lin~11istic 
unit which can he described is the sentence. 

Clearly, both of these limitations work against our stated objective of 
building a model of the process of translation and, ultimately, creating 
(or discovering) a general theory of translation as both process and 

product. 
It is self-evident that language docs not exist in isolation from i1s 

users nor they from the society in which they live and it is equally 
evident that language, whether as knowledge or as communication, 
does not consist of individual, isolated sentences. We must, of 
necessity, extend our analysis of the code, rejecting the narrowness of 
focus expressed in such terms as: ' ... the structures above the level of 
the sentence are so varied that it is more practical. .. to focus attention 
on the sentence .. .'~ and go beyond the formal structure oflanguagc as 
a context-free system of usage to its context-sensitive use in discourse 
and, as a result, take the analysis of the formal aspects of the code 
beyond the sentence into the text. 

This raises again two issues which have exercised transl.Hors and 
translation theorists for centuries, i.e. the size of the unit of translation 
and the focus of commitment of the translator; the 'preservation' of the 
content or the ' . · m of the original text (both points discussed in 
Chapter I, Sc, .1 1.1.2). Current thinking among translation 
theorists stresses ' inl · rent impossibility of 'preserving' the original 
content and insi~· that ~ translated text is a new creation which 
derives from clo': ·"I c 'i 1) reading-, a reconstruction rat her than a 
copy: 
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In contrast to. the critical inquiry of a text, which frequently 
assesses, describes, and evaluates the implications of content in a 
work, the translator/reader focuses on the word and sentence as 
process, as possihilities toward meanings. Although criticism and 
scholarship might already have surrounded a work by fixed 
opinions of interpretation, translators always have to rethink the 
web of interrelationships in a text before any translation becomes 
fcasiblc. 4 

In this chapter we shall first pose a number of questions about the 
nature of texts and offer a set of criteria for judging 'textuality', then 
ask questions about the functions of utterances which will lead us into 
a consideration of the speech act (a notion already drawn upon in our 
modelling of the translation process in Chapter 2) and, finally, return 
to the. text to specif~· ,.,.(,'i.~tt·rparameters which allow us to pin down the 
so1lisfl( charactc1 i. ! ; i" texts. 

This chapter, thci.. 1. i,; r:. rucial role of making a link between the 
consideration of 'meani.:· ':;) essentially, semantic sense and 
'meaning' as (b) co1111111111ic". . . We have, so far, considered 
meaning initially in a rathci :.sci :•ive manner at word- and 
sen!cnce-levcl (in Chapter 3) anu .rnL. · 1 ntly (in Chapter 4), in a 
somewhat more sophisticated way in t "! . · dworks and systems of 
options available to serve the three tlJ ctions of language -
ideati'.mal, interpersonal and textual - anu . s~ three major types of 
mc;111111g: cognitive, interaetional and discuurs<d. 

\Ve shall ren1rn to the notion of 'text' and extend the rough initial 
delinition we gave of it in tl1e previous chapter to distinguish text from 
discourse. This will initiate a discussion on cohesion in text and 
coherence in discourse; two of the seven 'standards of textuality' (all 
of which will be discussed in the first section of the chapter) which give 
texts their 'texture' - what distinguishes text from non-text - and 
constil11tc, therefore, the defining characteristics of text. 

T~1c text, like the sentence, is (as we suggested earlier in Chapter 4, 
Section 4.3.1) 'a structured sequence oflinguistic expressions forming 
a unitary wholc',5 in contrast with discourse which is a far broader 
'strnt:tured event manifest in linguistic (and other) behaviour'. 6 

These dclinitions arc, unfortunately, not entirely adequate for a 
numhcr of reasons - for example 'text' and 'discourse' arc used 
intcrd1angcahly by some linguists, while others reserve the first for 
writt~~ docu~cnts an<l the second for speech - so we would suggest 
dehmt10ns of the following kind (recognizing that many of tllc terms 
within them will themselves require later definition): 
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Text: the fo1mal product of selections of options from the THEME 
systems of the grammar; a ufiit which carries the: semantrc .Senst of 
the proposition (the propositional content and locutionary force of 
the speech act) through sentences which are linked by means of 
cohesion. · ' ' · ·· · · 

Discourse: a communicative· event whkh draws o~ . the; ~caning 
potential of the language (and other systems of communication) to 
carry communicative va/He (the illocutionary force) ~f speedh acts 
through utterances which are linked by means of colurence. 

. I 

• I 

Once we have begun to examine texts in terms of their communicative-
ness, we shall find that we rapidly arrive at the point where we 

1

need to 
ask questions about the functions of texts (answers coming from the 
philosophical investigation of speech acts) and about the interconnec­
tions between textual features (selections from the code), r :~tures of 
the context of communication (time, place, refotir ...,,; betWeen 
communicators, etc.) and features of the " · :.. .• hich inake 
manifest these relationships: tenor, mode- .1 of discou~se. 

What we have said so far about ti·· i this 'chapter looks 
back to earlier parts of the book : ·• ad make clear that the 
chapter has a second purpose ir imking back with what has 
gone before. It specifies mor .10wledge the communicator 
must possess in order to hr al)' dCeS~ teXts (whether as' sender or 
receiver; the focus of C; ;1tc_ and therefore provides a further 
essential clement Qf the i! id of tl1e process of translation which we 
outlined in Chapter 2. i ' · · 

5.1 Standards of textuality 

In this section we shall be presenting seven defining characteristics of 
text; the set of standards which applies to all texts that possess 
communicative value; i.e. function in, and as, discourse.' Each of the 
seven is ~ssential and failure to comply with any one of them 
constitutes failure overall; the 'text' which lacks any one of these 
characteristics is not a text but merely an aggregate of words, sounds or 
letters. · 

The 'standards' have been proposed in order to answer a number of 
key questions, ~hich the reader (and translator) will need to ask about a 
text: 

1. How do the clauses hold together? (cohesion) 

I j 
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2. How '~o the proposi~ons hotJ together? (coherence) 
3. Why did ~e speaker/writer produce this? (intmiionality) 
4. How does the reader take it? (acceptability) 
5. What does it tell us? (informativity) ,, 
6. What is the text for? (relevance) 
7. Wtat other texts docs this one resemble? (interte.xtuality) 

Let us begin ~ith a widely accepted
1 

definition of text: 

..• a COMMUNICATIVE ,.OCCURRENCE which meets 
s~ven standards ofTEXTUALITY. If any of these standards is 
cc>nsidered not io have beeri satisfied, the text will not be 

. '· ~ommunicativ~. He~ce, nori-c~mmunicative texts :are treated as 
non-texis.7 

We ~b~ base this section on such a definition - recognizing, as we 
do, that ~t eXt:ends the notion of text we have been using· into that of 
disco~rse -:- and work through each of the seven standards. It may be 
noted, before we begin;· that these standards are the constitutive 
principles which define te~al communication and that they are all 

. ( ' . , . . 
relational . in character, concerned with how occurrences arc 
connected to other5: via grammatical dependencies on the 
surface (cohesion); via conceptual dependencies in the textual 
world (coherence); via the attitudes , of the participants toward 
the text (intentionality and acceptability); via the incorporation of 
the new and the unexpected. (informativity); via the setting 
(situationality); and via the mutual relevance of separate texts 
(intertextuality). 8 · 

Further, we ~ust be aware of the need to distinguish such defining 
characteristics from other attributes which control textual communica­
tion. once, it has come. into being; efficiency, effectiveness and 
appropriateness have been, suggested (on constitutive and regulative 
rules .~,relation ~o speec~ acts ~e~, .Section 5.2.2 and Chapter 6, 
Sc;ctiori 6.2 on regulative rules in relation to text-processing). 

:.,·· . ;1 

5.1.1 Cohesion and coherence· , . 

The first two standards - cohesion and cohermce -- arc distinct from each 
other but share one crucial characteristic; they \ ,.1•h have the function 
of binding the text together by creating sequcr· , -; of meanings. But it 

Text and discourse 

is in the manner in which they do this and the nature of the 'meaning' 
involved that they differ. 

Cohesion, the first of the seven standards, has already hl'cn 
described in the previous chapter (in Section 4.3.3), where we ;aw that 
fOhesion consists of the mutual connection of components of 
SURFACE TEXT within a sequence of clauses/sentences; the 
process being signalled by lcxico-syntactic means (sec Fi(rure 4.6 and 
subsequent discussion). Cohesion is, then, concerned with the 
manipulation of selections from the options available in the MOOD 
system; Subject, Predicator, Complement, Adjunct, etc. (sec Chapter 
4, Section 4.2.2). 

Coherence, in contrast, consists of the configuration and sequenc­
ing of the CONCEPTS and RELATIONS of the TEXTll/\L 
WORLD which underlie and arc realized by the surface text; the 
propositional structures (Actor, Process, Goal, Circumstances, etc.) 
which arc the creation of the systems of TRANSITIVITY (sec 
Chapter 4, Section 4.1). 

The distinction between cohesion and coherence can be readily 
seen in the following examples: 

I. I had a cup of co ff cc. I got up. I woke up . 
2. Ilurn the paper in the incinerator. 
3. Generals fly back to front. 
4. He found her an efficient typist. 

The first is perfectly cohesive but lacks, as we know from our 'real 
world' knowledge, coherence; people normally wake up before they gel 
up and have a cup of coffee. It is possible, of course, to have coffee in 
bed and it is also possible, though less common (it is called sleep 
walking) to wake up after having already got up and had a coffee; the 
clauses arc fine but tl1c acts arc out of order. 

The remaining three arc syntactically ambiguous with two 
apparently equally appropriate interpretations: 

2 (a) Predicator Object 
(b) Predicator Object Adjunct 

3 (a) Subject Predicator Adjunct (place) 
(b) Subject Predicator Adjunct (manner) 

4 (a) Subject Predicator Object (direct) Complement 
(b) Subject Predicator Object (direct) Object (indirect) 
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The coJc-rclations alone - the cohesive linkages providcJ by the lexis 
and syntax - cannot resolve these ambiguities; reference to the co-text 
is insufficient. Disambiguation, in these instances, can only be 
achieved by reference out of the code to the context of the use of the 
code, i.e. by turning to real-world knowledge and hy making 
inferences on the basis of that knowledge. 

We need to know the propositional structure underlying the 
syntactic structure. hi the incinerator (in 2) is clearly a realization of an 
applies-to relationship (see Appendix, Section 2 on isa and 
applies-to relationships) but 'applies to' what; to the paper (a quality) 
or to the l111mi11g (circumstance; place)? 

Equally, back to front (in 3) is, without doubt, a Circumstance but is 
it m11.:re (pl.ice) or lunv (manner)? And is 4 to be interpreted (a) Actor 
Process Carrier Attribute (i.e. He found her to be an efficient typist) or 
(b) Actor Process Client Goal (i.e. He found an efficient typist.for her)? 

We arc still unable to decide, until we ask the question: 'What kind 
of world do we think we live in?' Not, it should be noted, 'What kind of 
world do we think we ought to live in?' We may regret how things arc 
and may attempt to change them but we have to engage in the activity 
of matching the world as presented to us by the text (the 'text world') 
wirli the world as we know it (the 'real world'). 

I!> paper, necessarily, always in an incinerator ready to be burned? 
Our commonsense knowledge tells us that it is not and that, without 
further information about the specific situation of' ullcrance (sec 
Chapter 3, Section 3.3.3 on this), we arc left with the ambiguity. 

Do generals fly backwards? Not, we would suppose, in the 'real 
world'. The text must mean that the generals were flying back to the 
battle-line. Of course, it is possible to imagine alccrnative worlds in 
whid1 !(cnnals do swoop nround the sky facing the direction from 
which they have come but that is called 'fiction' or 'fantasy' precisely 
because it is not a representation of the 'known', 'real' world. 

Finally, do we live in a world where a 'boss' (male) normally employs 
an efficient typist for someone else (female) or one where typists arc 
normally female and expected to be found to be 'efficient'? The first 
seems implausible and we would be more likely to accept the second. , · 

This appeal to our knowledge of the world and the attempt to get th~ 
text to 'make sense' in terms of it raises a number of questions which 
arc of considerable significance for the translator: (a) which world arc 
m· attempting to match with the text, given the subjectivity of personal 
CXFericncc, the certainty that different cultures perceive (or, at least, 
model) the world differently?, (b) how can we act upon the realization 
of the highly interactive nature of text? and (c) how can we come to any 

!U1 

principled understanding of text-processing, unless we find .ways of 
relating 'real world' and 'text world' together in a way which 'makes 
sense'. for us? ... , · .; i. 

The next two parts of this section will begin to answer. these 
questions and the issues will carry.over into Chapter 6 as well. 

·' ; t .•,!; 

5 .1.2 Intentionality and acceptability : '' if d · · ' 
• ~ . ' ~ ! I I; l I. • • ' I • 1 I~ It. ,'; t I . : ' 

While cohesion might be seen as a typically teXJ;-orientcd phenomenon 
and coherence less so, it is clear that notions of the 'real world'. imply 
inhabitants of that world - users of texts who engage in discour.'ie-: and 
standards of textuality which refer to them rather than to the text itself. 
The next two characteristics - intentionality and acceptability - are, 
indeed, oriented in this way. . . . , 

Even if a text is cohesive and coherent, jt .'must be intended ~() be a 
text and accepted as such in order to be utilized in communicative 
interaction',9 i.e. the producer of the text must intend it tQ contribute 
towards some goal (giving/demanding information/goods-and­
services; see 4 .2.1) and the receiver of it must accept that it is, indeed, 
fulfilling some such purpose. 

1 

The two are the converse of each other, intenponalifY being 
sender-oriented and accept~bility.being receiver-oriente4 and para­
lleled by the notions in ~peech 'act. theory (see Section· 5.2) of 
illocutionary and perlocori.;nary· force and the whole framework of 
cooperation which marks human communication. 

We shall pick up intentionality and acceptability in the nexi; section 
during our discussion of speech acts and language functions. 

.. I 

5 .1.3 Infonnativity, relevance and intertextuality · . , ·. • , , , 

The three remaining stand~~d~ :of textual~ty are 'c~n~~~ed with 
information structure, the relevance of the text to its I sitliation of 
occurrence and the relationship· of the text to other texts.' ·we have 
changed the original term. in the 'second case'...'.. relevance replacing 
sit11ationality - but retain the onginal definition. . . . 

Texts contain information and a measure of that is the infonnativ­
ity of the text. However,. the calculation is not a simple ·one but 
depends on the notions of choice and probability. A text ;s seen as the 
realization of'~hoices made from among' sets of options: There' are, at 
each point where a choice can be made, actual choices which are 1nore, 
or less, probable. The less probable and predictable a c~oice is; the 
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more informative and interesting it iS. Conversely, choices which are 
wholly predictable are unifirormaiiVe:and uninteresting. · 

However, too much information (the density of occurrence of the 
unpredictable exceeding some upper limit) renders the text unread­
able, while the converse.·- too' little information (the density of 
occurrence of the unpredictable failing to reach a threshold) - renders 
it readable but not worth reading. Just what the limits are is an issue 
which will be raised later in this chapter (in Section 5.3.1). Typically, 
texts will contain the highly predictable, the likely and the unpredict­
able and it is the balance of these which makes a text readable and also 
interesting (see Chapter 6, section 6.3.2 on the regulative principles 
which relate to this). 

Three 
1 
orders of inforniativity have been suggested, based on the 

assessment of a choice as falling within a range of probability: (1) 
upper; (2)'Iower and (3) outside the range. 10 We can illustrate this by 
examining a short text11 in whieh'choices at all three levels occur (each 
sentence has been numbered for ease of reference): 

. ' ' ·• ' : ' I • . I ~ ' I 

: · (1) · Friar Sparks sat wedged between the wall and the realizer. 
· (2) He wa,s motionless except for his forefinger and his eyes. 
1 (3): Froni time to time his finger tapped rapidly on the key upon 
· the desk, and now and then his irises, gray-blue as his native 
~ Irish sky, swivelled to look through the open door of the to/di/la 
' in which he crouched, the little shanty on the poopdeck. 

In sentence (1) we have mainly second-order choices until we reach 
the last word; realizer. We only know two things about a 'realizer': (a) 
that it ·is something which 'realizes' something. This we know by 
analogy with equalizer, etc.; lexical kriowledge which we bring into play 
at the stage of syntactic analysis as the lexical search mechanism comes 
into play (see Chapter 2, Section 2.2.2) and (b) that a seated man can 

~e we~~~d, bern:een it ~d a wall. r· . : - . 
Sentence (2) 1s also second-order, thoughforqi'nger is odd, and does 

nothing. to resolve the problem of the 'realizer'. 
Agaiil, in sentence (3), second-.order choices dominate, though key 

is. third-:order; as is to1J;1/Q - which'. 'IS glossed as 'little shanty' almost 
iiidne~~ately i:.: and poopdede; 'sirice v1e' ~ertainly do not expect a nautical 

. term relating to sailing-ships. ~ . · · : :: : · 

Ther~ follows, in the original teXt, a four-line paragraph from which 
we , ipf ~r ~a,t .the monk . is on, th~. Santa Maria and is sailing with 
Columbu~. across, the Atlantic on the voyage which culminated in the 
discovery of America. We still, however, do not know what a 'realizer' 
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is. What follows (we shall number as if we had reproduced the 
paragraph just referred to) gives us more clues by providing more 
second-order information and, thereby, building up a clearer context 
for the reader to process: 

(8) The single carbon filament bulb above the monk's tonsure 
showed a face lost in fat and in concentration. (9) The 
luminiferous ether crackled and hissed tonight, but the phones 
clamped over his ears carried, along with them, the steady dots 
and dashes sent by the operator at the Las Palmas station on the 
Grnnd C-:anary. 

Sentence (8) begins with a choice which, in the context of what has 
gone before, is outside the set of probable options; carbon fil11111e11t lmlh, 
where we might expect guttering candle or the like. The phrase a face lost 
in fat and in concentration is a nice example of zeugma (cf. site left i11 a 
Rolls and a flood of tears). 

Sentence (9) increases the density of improbable - and, therefore, 
highly informative - choices; ether, plzones, dots and dashes, operator, 
station. We now know what a 'realizer' is but at the expense of 
accepting an imagined world (the text-world) in which electricity an<l 
radio had been discovered and were in use in 1492 and (Irish) monks 
acted as radio operators, receiving messages in Morse from senders al 
trnnsmilters on such places as the Canaries (Grand Canary hcinf.! the 
island rather than some mythical potentate of cage-hinls). 

We arc now in a position to provide definitions of the three levels of 
informativity: 

I. First order: this level is always present in a text and is typified by 
choices which arc obligatory or almost so; 'function words' arc a good 
example, since they contain little actual content (we noted earlier. in 
Chapter 2, Section 2.3.2, the lack of an encyclopedic entry for such 
items), their role being logical and structural. So low is their 
informativity, that they arc frequently omitted in such texts as 
telegrams and newspaper headlines and tl1cir function is easily 
inferred from the surrounding co-text and context. 

2. Second order, this level represents the middle ground between 
first and third and arises when first-order expectations arc not fulfilled 
i.e. where unexpected but not unlikely choices are made. For example, 
given a text which contains Coffie and tea are --, a choice falling 
within the upper range of probability would be popular dri11!.:s (and 
several other possibilities which we have stored in memo!)·). This 
would be true hut very uninteresting; we all know that coffee and tea 
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arc popular drinks. However, if the sentence were completed dangerous 
. 1' ' )f ,, 1 -rir>~ :, r .•. "1tivin· "· 

71;;;,i 11trli-1, lr.v4!l 1~ \tf!;tim:d ht tjtt,lct8 *l1ltTt r.tl tfflisitTu 
the ex'Pctkd !'l: '•:: ' 1" "'' ' 1111' i~ typifteJ by cllsccmtlnultft!I, whttt 
information appea1 ;, .u ;;.ive been omitted, and/or discrepancies, whc1 c 
wh.tt is being pres..:nted m the text fails to match with our knowleJge; 
i.t. there i~ a misrn;.tch between the text-world and the real world, as 
there is in the te:\.1 we have just been considering. The classic poetic 
example is Dylan Thomas' a grief ago. 

This brings us to the sixth of the standards of textuality: relevance. 
Texts not only contain information, they possess a degree of 

relevance or sit11atio11ality in so far as they exist for a particular 
communicative purpose and link communicative acts (discourse) to the 
situation in which they occur. Indeed, it is crucially important for the 
asscssment of the appropriateness of a text to know where it occurred 
an<l what its function was in that situation. For example, what arc we to 
make of this text?: 

CJ JINESE TAKE AWAY FOOD 

Unless wc know the situ;1tion in which it occurs, we cannot work out 
what it is. Found in a newspaper above an item of news, the text is 
clearly a headline. Conversely, if the text is seen outside a shop, it is, 
cq11ally clearly, a sign for a fast-food outlet. 

The ahility to discriminate in this way Jepemling on the situation of 
occurrence is, of necessity, derived from 'real world knowledge'­
knowledgf' of contexts of utterances, schemas, frames, etc. - and is 
mediated by our own personal goals, values and attitudes. Indeed, it 
has been argued that the 'acceptability' of a text is frequently judged 
not in terms of'thc "correctness" of its "reference" to the "real world" 
but rather ... its believability and relevance to the participants' outlook 

I . I . . ' 12 regan mg t 1e S1t11atwn . 
The passage we considered above is 'acceptable' in a science fiction 

story but not in a history text-book; part of our assessment of 
'acceptability' relates to our knowledge of similar texts. There is, then, 
a need for a standard which recognizes this fact. 

The final standard - intertextuality - refers to the relationship 
between a particular text and other texts which share characteristics 
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I I with it; the factors which allow text-processors to recognize, in a· new 

tPvt f,.,,tures nf other text~ they have encountered. What is involved 
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appeal to 'real world knowledge' b:, ·, . ' . : «. ;wiedge or 
the forms and functions of texts. Were ,,11;, not th ... -· .. , .vc '"' ld have 
been unable to use the examples we have been using to flesh.out the 
discussion. We recognize a text such as 

STOP CHILDREN CROSSING 

as a direction to road-users and not as a political slogan, if we 
encounter it written on a circular board being carried on a black and 
white pole by a man or woman wearing a white coat who is stepping 
into the road followed by school-age children (all situationality; 
relevance), because we have come across such texts before. They 
belong to the genre 'road signs' and, for that reason, we know how to 
respond to them; we come to a halt before the line of children rather 
than rush across to ·them and try to prevent them from crossing the 
road! 

5.1.4 Summary 

This section has been concerned with specifying standards of 
textuality (the seven parameters: cohesion, coherence, intentionality, 
acceptability, informativity, relevance and intertextuality) to provide 
part of the foundation for the next chapter, which deals with 
text-processing. Indeed, what we have done in this section, is to reveal 
the elements which will be combined together later to make a dynamic 
model of the way readers and writers process texts. 

All seven of the standards of textuality have been implicit in the 
model of the process of translation and in the knowledge and skills the . 
translator possesses which allow him to translate. This section has 
made them explicit. 

In the next\ section we shall continue to move away from the 
microlinguistics of code analisis to the macrolinguistics of code 
analysis 'beyond the sentence'1 and the pragmatics of code use: Not 
to do so would, in Searle's words, be as unsatisfactory as 'a formal 
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study of the currency and credit systems of economies without a study 
of the role of currency and credit hi economic transactions'. 1'4 

Searle's position is clearly stated and of profound significance for a 
theory of translation (and, indeed, for linguistics as a,whole): 

. speaking a language is perfonning 
· speech acts [which are] made 
' possible by and performed in'.' 
· accordance with certain rules for 

the use of linguistic elements .•. 
· The unit of linguistic communication 

is not the symbol, word or sentence 
• . . but rather the production or 
issuance of the symbol or word or ' 
sentence in the performance of the 

-~ speech act. .. Speech acts are the 
basic or minimal unit of linguistic 

: communication [and therefore] an 
adequate study of speech acts is a 

" study of langue. 15 

I' 

For these reasons we wish to examine the speech act next. 

5.2 Speech acts and the co-operative principle 
We can ask two contrasting questions about language: 

(1) 'What is language like?' (i.e. what are its formal characteristics as a 
context-free code?); the internal aspect of language. 

(2) 'What is · language for?' (i.e; what are its functions as a 
context-sensitive communication system?); the external aspect of 
lanirage. 

Until we reached this chapter, our focus has been essentially on the 
first of these questions as we consider~d the internal aspects of the 
code - propositions, sentences and texts - and the psychological 

. prbcesses which activate them. 
The approach we adopted in the previous chapter marked the 

beginning of the shift of emphasis by presenting language as a system 
of commuriication and the code itself as a network of options for the 
expression of meaning. This brings us closer to responding to the 
second question through the description of the speech acts, utterances 
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and discourse which are the units of the external aspect of language 
and to the specification of the knowledge required by the skilled 
communicator (and, therefore, by the translator). 

Specifically, and to begin with, we shall turn our attention to the 
speech act, since we need to show the relationships between 
communicative events (or speech events or discourse) and speech acts 

·which are realized through utterances. 
We have already distinguished (in 3.3.2) proposition, sentence and 

utterance and have hinted (in 4.3) at the nature of the text and (in the 
previous section) have begun to build up a list of specifications for 
tcxtuality. We have, in nddition, made n distinction, within the l(c:nnal 
concept of 'meaning', between semantic sense and communicative 
value (Chapters 3 and 4) . 

The next step is to describe and explain the notion of the speech act 
which, since it contains both types of meaning, constitutes (as we saw 
in Chapter 2, Section 2.2) one of the major inputs to the se111a11tic 
represrotatio11 into which the clause is decomposed and from which the 
new clause is constructed in the process of translation. 

The term 'speech act' derives from work in philosophy 1 <• on 
'ordinary language' (initiated in the 1930s by Wittgenstein) in which 
the attempt is made to adduce logical rules which would show the 
relationship between the utterance and the behaviour of speaker (S) 
and hearer (H) and the acts (A) and events (E) experienced by them 
in the course of interpersonal communication. 17 

Specifically, the question answered by the concept is 'What docs this 
particular utterance count as?', e.g. a number of sentences which all 
share the grammatical characteristic of being formally imperative in 
mood have different functions, i.e. count as a different speech act 18

: 

Give me that book [ORDER] 
Pass the jam [REQUEST] 
Turn right at the corner [INSTRUCTION] 
Try the smoked salmon [SUGGESTION] 
Come round on Sunday [INVITATION] 

One answer19 was to propose that there arc five types of speech act: 

com missive 
tkclarative 

directive 

commits S to some A, e.g. threat/promise 
changes state of affairs in the world, e.g. wedding 
ceremony 
gets H to perform A, e.g. request suggestion/ 
command 
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exprt'SSive S expresses feelings and attitudes to something, e.g. 
apolObry/complaint 

representative describes states or events in the world, e.g. claim/ 
report/ assertion 

r\ number of questions which have particular significance for the 
translator now arise: (a) How do we make utterances count as 
particular speech acts? (b) How do we recognize what kind of a speech 
act a particular utterance is? (c) Is there a finite set of universally 
available speech acts? (d) Wl1cthcr there arc or not, how are we to cope 
with the fact of differences in realization of'thc same' speech act from 
language to language? In short, arc there rules (universal or only 
language-specific) which we draw on as S and I I? Searle says 'To 
perform speech acts is to engage in a rule-governed form of 
behavior'. 20 

A light-hearted example might be appropriate here. Why, we might 
wontll'r, do we ask 'Is that a threat or a promise?' and, when we do, 
why do our hearers often laugh? It is obviously not as simple as it 
appears; if it were, translation would be a great deal easier than it is. 
Unfortunately, some utterances seem or are intended to count as 
particular speech acts but speaker's intention and hearer's interprcta -
tion of that intention fail to coincide. We shall try to resolve this 
problem as part of a discussion of indirect speech acts (in Section 5.2.2) 
but il is to the issue of the component parts and the rules which link 
them to which we turn next. 

5.2.l Components and rules 

1\ccording to Searle, the speech act consists of two parts: 

(a) l'ropositional content: the conceptual content; the nucleus; what the 
act is about; what is referred to; the idcational macrofunction 
1ulizcd as a proposition; the literal meaning (also loeutionary 
act/meaning); the semantic sense of the act. 

(b) J//orntio11ary force: the communicative value the speaker intends the 
act to have; the function it is intended to serve; the intentionality of • 
the text. Mirroring this there is, inevitably, the value the hearer 
puts on the act; the perlocutionary force; part of the acceptability of 
the lC:\1. 

The proposition (the nucleus) is converted into a speech act which 

i 
i 
I 
l 

. . ul illocutionary force by the action of an operator; 
contains a partic ar . · (' E l' h t 1 t)· 
some function-indicating device(s) including m ng is a eas . 

(i) 
(ii) 
(iii) 
(iv) 
(v) 

Word- and sentence-stress 
Intonation 
Word order 
Mood in verbs · · 
'Performative' verbs: apologize, assert, 

,·, ! 

deny... ; . . 
(vi) The context itself; the norms for the mteracuon 

. E r ·h of course the first two in the list do not apply. 
In wntten ng is • h 'th hich we shall be concerned 

We might take three speec acts W1 w h ( ) 
during the discussion of text-processing in the next c apfter -:tt:n 

lify" d (c) commenting in the context o awn 
tleji11i11g, (b) exemp ' mg an h . d' ti g devices for each of them: 
didactic text - and suggest t e m ica n 

(a) Defining 
(i)Word order: X (is thought of as) y 

X consists of Y 
We think of X as Y 

(ii)Mood in verbs: We may define X as y 
• · might 

can 
could 
must 

(iii)'Performative' ve~~s: We define X as y 

(iv)The context itself; the norms for the interaction 

(b) Exemplifying 
(i)Word order: For example, Xis Y 

y is an example of X 
An example of X is Y 

' 

(ii)Mood in verbs; We can exemplify X by y 

(iii)'Performative' verbs: exemplify 

(iv)The context itself; the norms for the interaction 
•\ 

(c) Commenting 

(i)Word order; X is Y 
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(ii)Mood in verbs: We might comment that. .. 

(iii)'Perforinative' v~rbs: comment 

(iv)The context itself; the norms for the interaction 

For the translator, the problem is to match the operators by finding 
equivalents between the languages involved. We have itlready seen (in 
Chapter 4, Section 4.3.3) how crucial the fourth of these - modality -
is and, throughout the book, have been recognizing the fundamental 
significance of the last; context and norms. 

Searle suggests21 that this process of conversion is regulated by two 
fundamentally different types of rule (constitutive and regulative), both 
of which we have met in the previous section during the discussion of 
textuality,and, earlier (at 1east implicitly), in the outline of the model of 
the translation process (tn. Chapter 2, Section 2.2). 

r -· L . , : t. -~ 1 i : 

(a) Constitutive rules which define behaviour which is thereby brought 
into existence, e.g. the rules of a game define oth~rwise chaotic 
behaviour as that game and without the rules the behaviour might 
occur but would not be so named. Also, the constitutive rule is -

'r unlike the second iype of rule; the regulative - essentially 
descriptive and can ,be fonnulated as an equative: X counts as Y. 

(b) Regulative rules which control pre-existing forms of behaviour, e.g. 
the rules of etiquette control (or regulate) social interaction but 
social interaction antedates the creation of the rules and is in no 
sen5e brought into being by those rules. Further, the regulative 
rule is essentially prescriptive and ca11 be formulated as an 
imperative; do X or ifY, do X (and their negative forms). 

. . I 

Five regulative rules appear to be needed for the creation of 
message forms which count as speech acts with particular communica­
tive values: 
1. Glneral rules which apply to all speech acts and require - inter alia -

that 'normal conditions' be in force; Speaker (S) and Hearer (H) 
.share the same code, Sis (unless there is evidence to the contrary) 
assumed to be serious, sober, telling the truth, etc. 

2 .. Propositional content rules which define what concepts can be used; 
the participants - speakers and hearers - and processes - acts (A) 

'arid events {E) - and their setting in time (past/present/future). 
3. Preparatory rules which are concerned with the notions of advantage 

and disadvantage, the likelihood of the act or event happening in 
the natural course of events and the beliefs speakers and hearers 
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have about these notions; promises, for example, arc distinguished 
precisely by the speaker's and the hearer's belief that the proposed 

act will be beneficial or harmful. . 

4 S. · l h'ch require the Speaker to be committed to . rncenty ru es w 1 

carrying out the act. . 
'· Essential mies which state the 'essence' of the act i.e. that the 

utterance 'counts as' speech act x or Y or z. 

· · \ I k' · I '1hrc·11cni1w' r·1thcr W c can illustmlc these rules m acuon lY oo mg •1 • " • 

than (as Searle docs) 'promising'. . 
In order for an utterance to 'count as' a threat, rules of the followmg 

kind appear to need to be adhered to: 

1. Gc11cral m/c: normal input and output conditions ~1~cvail 
2. Propositio11al co11tenl m/e: S refers to a future A of S. 
3. Preparatory mies: 

(a) H would prefer S to not do A rather than do it. 
(b} S believes 11 would prefer this. 
(c) It is not obvious to S and H that S will do A in the normal 

course of events. 
4. Sincerity mlc: S intends to do A 
s. Essential mle S intends that the utterance will place him under an 

obligation to do A 

We might notice here that the only significant. difference bctwe'e~ th~ 
'threat' and the 'promise' is the status of the Am the preparatol) 1 ulcs, 
for S to 'threaten' to do something which H would prefer S to _do an<l 
for S to believe this and for it to not be obvious to both that S will do I\ 
in the normal course of events is not a threat but .a pr~misc. . . 

The distinction between 'warning' and 'threatenmg' mvolves s!m1lar 
but more complex forms of the rules in that the active agent m the 

nt is H rather than S. The propositional content now refers to a 
~vtct e act of H not of S. In the preparatory rules in (a) it is S who 
iu l r bl . . .. II 
would prefer H not to do the. act, in .(b) I 1 presuma y 1s uutia y 
ignorant of S's preference and, mdced, it may well be that I I appears 
to be about to do A in ignorance of the consequences; .hence t~1c 
warning. The sincerity rule and the essen~ial. rul~ arc also different h~r 
'warning': S intends H not to do A and m 1ssmng the utterance S 1s 
committed to the truth of the assertion that (s)he would prefer I I not to 

do A. 
We can now answer the question we posed earlier about the 

difference between threats and promises; it all depends on the 
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assumptions and expectations of S and I I I I . I . ·1· spe . ·h 1 · ere is t ic Slb'lll icancc of 
· 

1 
\,;~ act t ieory for the translator. The General rules and those 

re armg t J> •• · I 
I 

0 
. roposn1ona content may well be universal (the concept of 

t tc S\:man11c rcprcscntat1'0 · I · ) b h n rcqmres t us ut t c remaining rules 
dcpcn~lcn1 as they arc on notions of 'preference', the 'normal course 0 i· 
events etc. must be relative and rooted in the conventions of individ J 
(;ir groups of). lanb•1.iages and speech communities. Once again we h:v: 
an cxmnplc of the case with which semantic sense of the proposition . 
~e rnmp~eh~ndcd and translated in contrast with the intractabili;·~~ 
commumcatlve value. 

5.2.2 Indirect speech acts 

~1~1 ."'·'. sp~e.ch acis_ ;trc as 'direct' as those we have been discussing; 
1_ 1cn: is often a nusmatch between 'sentence meanin , (I . 
fore .. l't I · g ocut1onary 

c, I era meanmg; semantic sense) on the one h d I ' · · ' CH · an anc utterance 
mcanmg I ocut10nary force; indirect meaning; communicative value) 
on the other. As Searle says 

in hints, insinuations irony 
and melaphor. .. the ~peake~'s 
uncrance meaning and the sentence 
meaning come apart in various 
ways. One important ch1ss of 
such cases is that in which the 
.-;peaker utters a sentence, means 
what he says, but also something 
more. · · In such cases a sentence 
lhat contains illocutionary force 
indicators for one kind of 
illocutionary {speech] act can be 
uttered to perform, IN ADDITION, 
another type of ... act22 

and gives the cx·1m I f I · · . . . . . . p e o t le mterrogative/ question or declarative/ 
s1.11c111~nt l~c;~nl as a request, e.g. 'can you reach the salt?' or 'I would 
appreciate it tf you would get off my foot' where as l1e p . t. . 
1· k.. . · . . ' • 0111 s out, n 

.1 cs some mgenrnty to imagine a situation in which these utterances 
would not be requesls. Z.1 ' • 

1 
Being able to make valid requests and to recognize valid requests in 

t.1c utte.ran~es of others constitutes a part of an individual's 
comnu1111cat1ve competence and derives from a knowledge of the 
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community ground rules which constrain anJ facim ... 1.. ... ummum.;auve 
interaction (see Chapter 2, section 2.1.3 on this in relation to translator 
competeqce). · 

Consider indirect requests24 beginning with the conditions under 
which an imperative is heard as a request: 

If A addresses to B an imperative specifying an action X at timef 
TI and B believes that A believes that . · 

1 (a) X should be done for a purpose Y (need for the action) 
(b) B would not do X in the absence of the request (need for 

I 
the request) 

2 B has the ability to do X 
3 B has the obligation to do X or is willing to do it 
4 A has the right to tell B to do X · 

then A is heard as making a valid request for action. 

The significant f ca tu re of this set of conditions is the series of terms -
need, action, request, ability, obligation, willingness, right- none of which 
refers to linguistic categories or concepts, i.e. they do not form part of 
models of the code. They belong, rather obviously, to models of society 
rather than of language. They are non-linguistic and, indeed, 
anthropological/sociological and therefore constitute (as did the 
notions we discussed earlier as we distinguished promising, threatening 
and warning). part of the social context of language use; relative rather 
than universal features of crucial imporance to the translator. 

We can extend the discussion of indirect requests from the 
imperative = request combination to interrogatives and declaratives 
which function as requests. Labov and Fanshel25 give the following 

rule: 

If A makes to B a request for information or an assertion to B about 
. ' 

(a) the existential status of an action X 
(b) the time Tl that an action might be performed 
(c) any of the preconditions for a valid request for X as given in 
the Rule for Requests · 

and all ~ther preconditions are in effect, then A is heard as 
making a valid request of B for the action X. · · 
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(a) Existential Status · . : ' • , 
. Have you dusted yet? · . , 

You don't seem to have dusted this roofu yet~ 
(b) Time Reference · . · , . 

\• 
When do you plan to dust? 
I imagine you will be dusting this evening. 

(c) Preconditions _ 
la Need for action: 

Don't you think the dust is pretty thick? 
This place is really dusty. 

,, lb Need for the request:·' · 
Are you planning to dust this room? 
I don't have to remind you to dust this room. 

2 Ability: Ii ' 

Can you grab a dust rag and just dust around? 
• , 1 You have time enough to dust before you go. 

., 
· • : 3a Willingness: . 
· I· · i Would you mind dusting around? 
' '· ' I'm sure you wouldn't mind picking up a dust rag and 

just dusting around. 

3b Obligation: 
Isn't it your turn to dust? 
You ought~ do your part in keeping this place clean. 

' 4 Rights: 
Didn't you ask me to remind you to dust this place? 

· I'm supposed to look after this place, but not do all the 
work. 

Naturally, it is possible .to challenge any of the speaker'~ assumptions, 
e.g. I could deny the extstential status ofX; 'I liave dusted' or the time 
reference ... ,'I'll do it tomorrow' or any of the preconditions, 'It doesn't 
lo,k bad to me,', 'You don't need to remind me I'll do it later' etc. But 
the key point is that we tend to accept the conventions, even if we 
challenge their applicability at a particular time. Communication 
depends o~ cooper"f UJ_n and, ~e withdrawal of cooperation leads rapidly 
to breakdown. This lS certainly the case whether we limit our search 
for 'ru1es' to those which apply to individual speech acts (direct or 
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indirect), as we have been doing here, or widen our focus lo 
incorporate sequences of communicative acts. 

Indeed, our initial attempts, when faced by something incoherent, is 
to try to make sense of it by using one or other of the strategics just 
suggested; i.e. rather than accept that the speaker/writer is being 
intentionally perverse, we assume that (s)he is (in spite of appearances 
to the contrary) trying to cooperate and to adhere to some kind of 
cooperative principle which regulates communication. 

5.2.3 The co-operntive principle 

Gricc,26 discussing conversation but implying a wider applicability, 
suggests just such a 'rough general principle which participants will he 
expected (ceteris paribus) to observe' the Cooperative Principle: 

Make your conversational contribution such as is required, at the 
stage at which it occurs, by the accepted purpose of dircc1ion of 
the talk exchange in which you arc engaged. 

He goes on to distinguish four categories from which he derives a 

number of specific maxims: 

Quantity 
1. Make your contribution as informative as is required (for the 

current purposes of the exchange). 
2. Do not make your contribution more informative than is required. 

QJ1ality 
1. Do not say what you believe to be false. 
2. Do not say that for which you lack adequate evidence. 

Relation 
l. Be relevant. 

Manner 
1. Avoid obscurity of expression. 
2. Avoid ambiguity. 
3. Be brief (avoid unnecessary prolixity). 
4. Be orderly. 

An interesting suggestion, which connect'> well with transla1ion, has 
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been ~ade; t~1at these conventions arc close equivalents to the 1
1 ~onstramts which operate in intra- and inter-lingual code-switching, 
1 

u:. r 

the usage conventions by which 
two codes arc categorized ... have 
conversational functions 
that arc equivalent to the 
relationship of words and referents. 
This implies that both message form 
and message content play a role in 
implicature ... Basic referential 
meanings arc shared by all speakers 
of a language ... arc stable over time 
and can be preserved in dictionaries. 
Code us.1ge [though, is] subject to 
change ... so that sharing of basic 
conventions cannot be taken for 
granted. This accounts for the fact 
that listeners in code switching 
situations may understand the 
literal meaning of an utterance but 
differ in their interpretations of 
communicative intent.27 

T_he parallel with translation is dear. We may equate the two codes 
with the two texts (SLT and TL n and replace the phrase 'listeners in 
code switching situations' with 'readers acting as translators' and 
recognize in ~his an ~nswer to the question of the universality of the 
speech act. fherc ts, we now realize, a fundamental difference 
h..:tween the propositional co11tt:11t rules and the essential rules on the one 
hand and the preparatory and sincerity mies on the other. 

Searlc's propositional content 
and essential rules express 
the kind of information that 
falls properly within the 
gn1mmar's representation of the 
b·iml 111ea11i11g of performativc 
verbs and other syntactic devices 
for indicating illocutionary 
force, whereas his preparatory 

.1 

I 
I 

and sincerity rules express 
essentially different information, 
that is, facts and guidelines 
that speakers use in working· out 
utterance meanings on the basis 
of ass11mptions about each other's 
beliefi and intentions.28 

· · 

In other words, the first are concerned with context-f~ee propositional 
structure - semantic sense - while the second are concerned with 
context-sensitive and language-specific communicative. val\le. Grice 
even goes so far as to define meaning in terms of illocutionary force; 

the effect that a sender intends 
to produce on a receiver by means 
of a message29 

There is, then, some hope for the universality of the speech act at the 
propositional level but not at the level of illocutionary force; a 
realization which helps to explain how the translator can often replicate 
the content of a text with ease but finds much greater difficulty in 
coping with grasping and re-presenting the writer's intentions.· 

5.2.4 Summary 

In this. section,. we have been addressing a number of issues which 
resolve themselves into a single question; what criteria can be used to 
specify individual communicative activities - such as 'threatening' or 
'promising' or 'defining' - and what means are there fof .~egulating 
them? : · .. 

This has led us to a consideration of the speech act; a) its 
components - the propositional content and illocutioriary force- b) the 
constitutive rules which de~n(i~ ~nd 'c) the regu~a~v~: P.Jl~~- w~ich 
control it. From this came the recognition that there are md1rect 
speech acts which arc regulated by rules of a far ~ore 'social nature; 
co-operative principles shared by communicators. · '· 

The ground is now laid for a discussion of text-procesi:ing (in the 
next chapter) and for the further filling out of the model of the 
translation R{OCeSS in the next ~ectio~ when w_e extend the srecifica~on 
of the parameters of register, a ma1or constituent of ~e 1~formatton 
stored in the semantic representation. · 
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5.3 Discourse paraineter5 •,~· 
This section is concerned With issues which were ihtroduced at the 
very beginning of the book (in Chapter 1: section 1.1) or have been 
implicit in earlier chapters: (a) the nature of variation ·in language and 
the way this variation reflects variations in the users of the code 
(realized as dialect variation) and the uses to which the code is put 
(realized as register variation). 

Figure 5.1 can provide a visual model of user and use variation and 
forin the basiS of more detailed discussion of each parameter. First, 
briefly, user-based (dialect) varianbn. Any individual can be grouped 
with othei-s by viftue ·of. sharlllg 'With ·them partictilar quantifiable 
demolraphic characteristics which are, for most people, if not actually 
permanent, extremely long-lastinS; gender~ ethnicity, occupation, level 
of education, age at a given time, place of origin. . . One would 
therefore expect that the individWil's speech, and to some degree 
writing too, would carry indications of age (temporal dialect), of 
geographical origin (regional dialect) and social class membership 
(social dialect). 

Tummg to the contrasting axis of use rather than user, we expect to 
find textual marker5 of the · relatlonship between addresser and 
addressee(s), of the cbannel(s) chosen to carry the signal and of the 
function played by the text as an example of human communication. 
What we are looking for are realizations of conventions shared by the 
speech community for doing certain kinds of communicating; conven­
tions which constrain the choices available to the individual and, to a 
degree, mask his or her ~dividuality. There are, indeed, many types of 

. discourse - particularly, though not exclusively, written discourse - in 
which the options are so severely limited that the writer's personality is 
totally submerged and (s)he is left with no choices which can be 
appropriately made which permit satisfactory communication and, at 
the same time, allow the writer to demonstrate any individuality. 

It may have been noted that we were careful in what we have just 
said to. hedge our assertions by using a term like 'expect' and this 
qualification was intentionaI. The problem with discussing linguistic 
variatiort in texts - and sociolinguistic variation in the broadest sense -
is ,that while the linguistic features present in the text are categorically 
there hr I absent (they are, after all' discrete units), the sociological, 
social-ps}rchological and psychologiCal characteristics we are attemp­
ting' t~/m~~ch them wi~ are not aiscrete l ! !>pread out along a 
continuum of more-or-less. We shall · J!°e need to make 
statemenis which express expectations of ;rrcnce; probabilities 
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which arc 
occurred 
should 

· effective as post facto 'explanations' of what has 
weakly predictive statements of what will occur. This 

ao surprise. We made the point earlier (in Chapter l, 
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Section 1.4) that this was precisely what we should legitimately expect 
of a theory of translation. 

We shall consider the three register parameters - tenor, mode and 
domain of discourse - in turn next. 

5.3.I Tenor 

Any sender of messages has a relationship with his or her receiver(s) 
and this relationship is reflected intentionally or unintentionally in the 
form the messages arc given. It is precisely this 'tone' in written and 
spoken texts whil:h is sii,rnallcd mainly, in English, through syntactic 
chokes by the tenor of discourse. The tenor consists of a number of 
overlapping- and interacting scales or levels: formality, politeness 
impersonality and accessibility. Each of these will be considered i~ 
turn: 

5.3.1. J Fomw!i•: 

The formality c, :· ·1 measure of the attention the writer (or 
speaker) gives to " tr' ing of the message. Greater attention 
leads to more care in \\ r· •his marks the text as possessing a 
higbcr degree of fi.irmal11 ,:iJs a more distant relationship 
betwt·cn sender and rec~h·, 1. "riting, between writer and 
rcadcr(s). This is, however, not •II• ! involved in the notion of 
'formality'. The care given to the ere;;( . the text also reflects the 
dcp.n·1· 111' i111por1a11cc the writer n11achcs 10 1hc mcssnµ-l· contained in 
the text and lhc extent Lo which (s)he considers it Lo be worthy of 
careful reading by the receiver. 30 

Formality can be marked in a number of ways. English is particularly 
ri_c_I~ in lexical alternatives which, though sharing denotative meaning, 
dtllcr connotatively and arc thus able to act as markers of formality 
(such pairs as, for example, obtain-get, large-big) where, not infre­
que11tly, the 'formal' item is of Romance or Greek origin and the 
'informal' is native Germanic. It is, of course, here that 'false friends' 
lurk in large numbers (or big battalions?) particularly for the Romance 
language translator. 31 

There arc, equally, syntactic choices. Parenthetical (or lcli.-• 
hranching-) structures marking formality, in contrast with informality­
marking progressive (or right-branching) structures. Contrast: 

1. L1:Ji-brm1d1i11g: 

King Caractacus' court's ladies' nose-powdering boy. 
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2. Right-branching-. · . · 
The boy who put the powder on the noses of the ladies of the court 
of King Caractacus. 1 

There are good psychological reasons for the first being judged more 
formal than the second. The first takes far longer to encode and to 
decode and therefore, requires more attention to be given to it by bqth 
the sender 'and the receiver whose short-~enn memo*s ar~ s~rely 
tried by the weight of infonnation they are a~empting to process'. y.Jc 
shall take up this issue of processing again (m Chapter 6). 

1 

5.3.1.2 Politeness , 
Politeness reflects the social distance in the addressee relationship 
between sender and receiver. In this we can see two dimensions at 
work: (a) horizontal which is a measure of the distance between social 
groups and (b) vertical which reflects power relationships c~nnected 
with status, seniority, authority. Clearly, the greater the distance -
horizontally or vertically - between participants, the greater the ~egr~e 
of politeness we may anticipate in the options taken up and realized m 
the text. 

Many languages indicat- politeness through their address systems, 
selecting some fonn equ:~. dent to the French tu or Gennan .du for the 
non-polite (i.e. where r ... , .:ness does not apply; betwee~ social equ~ls) 
and a form equivalent •. d.e French vous or German Sie fo~ the pol~t~. 
Some languages go funl11:r- Italian has, for example, tu, v~1 a.nd ~e1 ~n 
ascending 'order of poli t1:ncss - and others make no such dlSttnctton m 
the pronoun system, e.g. English has only you and politeness is now 
signalled by the use of titles, etc. · 

Other markers of politeness in English (which will be partly 
paralleled in other languages) can be seen in the way directives are 
'softened' by adding 'please' to imperatives or by structuring them as 
conditionals and the like. 

5.3.1.3 /mpmonality 
1 

• , 

Impersonality is a measure of the extent to which the producer of a text 
- speaker or writer - avoids reference to hi~herse_lf or to t~e 
hearer/reader. Such avoidance is far commoner m wntten than m 
spoken texts .~nd, within written texts, in those in ~hich the message -
the cognitive content - is fel~ ~o be of greater 1mpo~nc~ than the 
participants in the exchange. '·"· · : · 1·•· 

Typical examples .can be seen in academic, bureaucratic and legal 
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w.riting where. the impersonal manner is signalled by comparatively 
high frequencies of ~currence of it as subject, passive constructions, 
abstract nouns and, when they occur, references to tht present 111riter or 
111t rather than I and to tire rtlllkr, tht stwimt, the daiman~ ~tc. rather than 
you. · 1 ' 

5.3.1.4 Accessibility 
While ~onnality reflects the attention the sender has given to the 
structunng of the text, accessibility shows the assumptions the sender 
has made. about the knowledge he or she. shares with the receiver· 
assumptions about the universe of discourse (see Chapter 3: Sectio~ 
3.3.3 on this). The more the writer as5umes is shared, the less needs to 
be made explicit in the surface structure of the text and more 
inaccessible the· text becomes to the ·reader who lacks the assumed 
shared knowledge. ,, 

In the main; accessibility is a function of lexis. All specialisms have 
their own technical tenninology which the newcomer to the field has to 
lcnrn but the problem 111 not 11lmply one of voc1thuh1ry; l1111ccc1111lblll1y 
may well depend not so much on the words but -on the concepts which 
they realize in the text, concepts which may be press:nted together with 
a novel method of argumentation. To comprehend a physics text one 
has to begin to think like a physicist . '; 
5.3.2 Mode 

The (our parameters we have just discussed were all concerned with 
the reflection of relationships between the producer of the text and the 
text itself or the receiver of the text. In what follows, we shall be 
examining features which signal the choice of channel which carries 
the signal: We shall see that in each of the four scales what is being 
measured derives from the nature of the medium being used and not 
from any•characteristics of the participants in the act of communica­
tion. 

As in the case of tenor, four scales need to be considered within the 
gen~~ ~t~g~ry of ~ode .of discourse: ~hannel limitation, spontaneity, 
pllfl1apaHon and pnvateness. · ' · 

· I 11 I '. . '· I 
,··:. ! ·', 'I 

· fl,: rL'_iiL::·•. :. :• •I·". 
5.3.2.1 , Channellimitation . . ·. · 1 • 

Commu~catio~ may involve single or multiple channels. Speech, for 
example, operates in both the visual and the audio channels and if the : . , 

Text a11d discourse 18Q 

1 participants are close enough to each other, the tactile as well but 
writing is limited to the single, visual channel. 

Given this limitation of channel, written texts are required to be a 
good deal more explicit in the signalling of meanings than spoken texts 
are. In speech, the information focus can be shifted by means of 
variations in intonation and the speaker's intention (the illocutionary 

I 
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force of the speech act realized by the utterance) is, more often than 
not, indicated by means which arc not, strictly speaking, linguistic: 
intonation, gesture, facial expression. Since these additional channels 
are not available in writing, the writer is therefore forced to 'flag' parts 
of the text with adverbials which indicate how they arc to be read e.g. 
'fortunately ... ', 'to be frank ... ', etc. 

5.3.2.2 Spo11ta11eity 
At one end of this continuum is the completely spontaneous utkranrc 
- spoken or written - which is produced on the spur of the moment 
wllhoul 1111y pn·111t•1llh1llo11 m· pl111111l11f{ (otlwr 1h1111 111111 which hi 
required by the processes of language production) and al the other, the 
utterance which is the result of a long period of deliberation, 
preplanning and cdiling of successive versions. The continuum narurc 
of this scale is important to stress. While the channel limitation 
phenomena we have just been discussing are relatively easy to 
comprehend in all-or-none terms (the channel is either unitary or 
multiple), spontaneity is clearly far more a matter of degree; any text 
can be the product of more, or less, planning (a point we shall take up 

again in Chapter 6). 
Speech is typically unplanned and, for this reason, typically 

non-fluent with pauses, 'urns' and 'ers', false starts and incomplete 
utterances as indications of this. Written language docs not display 
such features. If a writer were to discover that a sentence was 
incomplete, the line (even the whole page) can be rewritten and the 
reader will never know what had happened. 

Because the planning of written texts can extend over long periods 
of time during which revisions can take place, writing tends to he not 
only more fluent than speech but also syntactically more complex, 
presenting a wider range of choices from the MOOD systems and 
arrangements of them from the THEME systems. Indeed, the 
complexity extends to the lcxis as well, since many writers consciously 
avoid repetitions of the same item and seek out replacement synonyms 
when they feel that they are repeating themselves. 
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S.3.2.3 Participation 
Again, the continuum nature of this scale needs to be stressed. At one 
~nd there is the pure monologue and at the other the seemingly chaotic 
Jumble of the genuine relaxed dialogue. What is at stake here is the 
n1ent to which feedback is permitted between sender and receiver. In 
face-to-face communication, feedback is normally continuous and, for 
the most part, non-verbal. In writing, there is no feedback or, if there 
is, it may come months or years later in the form of a review or a letter 
to 1he author. 

None the less, the written text may well contain foatures which 
simulate participation by stimulating activity on the part of the reader. 
Ex.1mples would include occasions where the writer anticipated 
problems the reader might have and attempted to resolve them before 
they arose 'at this point an example may be helpful', 'the diagram on 
pag·c 11 illustrates this', etc., or where the writer, assuming that a 
reader might wish for additional discussion on a point or access to 
other authorities, provides footnotes and references. 

S.3. 2. -I Pril'tltc11t:ss 
Thb last mode category concerns the number of recipients intended 
for •l !~articular text; the more addressees the less private. Naturally, 
the priv;lleness scale overlaps considerably with some of those of the 
category of tenor in particular, accessibility and is signalled by the 
same kinds of feature. This should come as no surprise; we made the 
poi111 ".1 1lw hq~i1111inl{ of 1he Sl'Clion 1hnt scnks ovcrlnp und we hnve 
recognized all along that a particular clement of the linguistic system 
c111 he selected and perform multiple functions. 

Finally, it would be tidy if speech and writing were at opposite ends 
of a neat continuum where speech was typified by no channel 
limitation, by being impromptu, dialogue and private, in contrast with 
ch.mncl~limited, prepared, monolO!,'lle, public writing. This is, of 
course, tar from the truth. As Figure 5.2 shows, the continuum is very 
much more-or-less and the apparently clear-cut distinction between 
the two modes turns out to be much more fuzzy than might have 
ini1ially been expected. 32 

5.3.J Domain 

The domain of discourse is revealed by choices of features of the code 
which indicate the role the text is playing in the activity of which it 
forms a part. We have already seen (in Chapter 2, Sections 2.2 and 

l 
I 

'. 

MEDIUM RELATIONSHIP 

~ ~ 
Spontaneou5ly Non-spontaneously Not necessarily To be Tf be 

/"-... /\ to be spoken spoken spoken 

conversing monologuing reciling speaking of \, rit1c.-n 
I '-... " 'Y\ .! a~~i' 

what is 
wrinen 1

1 

I' 

To be read To be read 
as if 

~ 
heard overheard 

FIGURE 5 .2 Types of medium relationship 

2.3) how the pragmatic processing stages of the translation process 
drew upon domain to complete the specification of the speech ~ a~d 
how this information became central to the entry for the clause m its 
semantic representation. 

Domain is intimately connected with function; in a narrow sense, 
the use oflanguage to persuade, inform (or some other speech act) or, 
more broadly, in relation to some more general kind of meaning (e.g. 
nn emotive function which stresses connotative meaning) or, in a very 
much broader sense, domain can refer to such macro-institutio~s of 
society as the family, friendship, education and so forth. 

We shall limit ourselves, at this point, to the first. of these 
interpretations and consider two models in tum, building on the 
second to isolate six major functions. 

5.3.3.1 The traditional model 
The traditional model of language functions suggested that language 
played three major roles: '· 

I. Cognitive: expressing concepts, ideas, thoughts: commonly seen as 
the 'primary' function of language: the focus of investigation in 

philosop}l,Y and linguistics. 
2. Evaluative: expressing attitudes and values: often thought of as a 

'secondary' function: the focus of investigation in anthropology, 
sociology and social psychology. · · 

--· ----··----4 
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3. A.ffeaive: exj>ressing emotions and feelings: also considered to be a 
'secondary' function: the focus of itivesiigation in psychology and 
(traditional) litemjr criticism. 

. \, 

Recognizing the dangers of overlap inherent in the traditional model, 
an alternative . approach would be to begin with the process of · 
communication (as outlined in Chapter 1) and derive functions from 
the components of that. We tum to such a model next. 

5.3.3.2 Jakobson 'ssixfunaion model ., . 
This model defines function (contajned in square brackets in Figure 
5.3) in terms of the aspect of the communicative event (shown in upper 
case) on which the language is focused. and to set this within a general 
model of human communicationJJ: 

CODE 

CHANNEL ""'"lllnguls1lcl 

(pha1lcl ' 

' " 

ADDRESSER __ ..;.... ___ MESSAGE 
(emotive) . (poetic) 

t 
CONTEXT 
( referenlial I 

---• AUORESSl.m 
fconativcJ 

FIGURE 5.3 Domain of discourse: language functions 

The notiori of 'focus' is veiy helpful. Adult utterances (in contrast 
with' those; of pre-school children) are typically ambiguous (i.e. 
multifunctional) and to think in terms of the meaning or function of an 
utterance (or text) is naive. The problem is to discover the primacy 
meaning (the focus) and this resolves itself into as~ng 'whose 
meaning?~; ~1~ meaning/focus .intended, by the addresser (the sender) 
or that decoded from the text by the addressee (the receiver)? 
FortunatCly, we do not need to address this question yet (we shall in 
the next chapter) and can continue with an explanation of the model in 
spite of the ambiguity of reference. 

Ref ermtial funaion. Here the focus is on the denotative content of the 
message; the :subject-matter. As its name suggests, this function is 
oriented towards referring to entities, states, events and relationships 
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which constitute the 'real world' of our experiences and arc 
represented in the propositions which underlie texts. We have met this 
function already in the discussion of cognitive ·meaning and the ideational 
macrofu11aion of language (in Chapter 4, Section 4.1). Since it is 
concerned with the face-value, semantic sense of utterances, this 
fvnction has, as we noted earlier, tended to be thought of as the 
function of language by the linguistically unsophisticated but, given 
that language is typically multifunctional, it is difficult to find an 
example of language in use which is 0116' referential. The best we can 
do, for this and the remaining five f\lnctions, is to give an example 

which is mai11(y referential: 

Herc's the l 4a. 

Said in the bus queue, this has a referential function. It indicates the 
presence of an entity; a number l 4a bus. But even this is potentially 
functionally complex. The semantic sense (or locutionary force) of 
whnt hns hcc11 snld ls clcnr c11011l-(h hul whnl of lht• srwnkt·r's l11ll'111lo11 
(the illocutionary force)? The intention could be to warn the rest of the 
queue that the bus was coming so that they could be ready to board it 
when it stopped (n conntivc function). Equally, given that 1he res! of 
the people in the queue can also see the bus, the actual giving of the 
information is redundant; the function might be a solidari1y-111arki11g 
one (a phatic function) and so on. 

Emotive fu11ctin11. If the focus of attention is the sender, the meaning 
which is being highlighted is connotative rather than denotative; 
subjective rather than objective; personal rather than public. Refer­
ences to states of mind, feelings, health and the like all have this as 
their primary function. For example: 

I'm tired 

Emotive but also uscablc as a warning, an apology, an excuse ... 

Conative function. Where language is being used to influence others, 
we have a conativc function. Very clear examples arc imperatives and 
vocatives both of which have the explicit intention of altering the 
actions of another, if only by stopping them and attracting their 

attention. Examples might be: 

Alex! Come here a minute! 
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Not t.hat we should naively assume that there is a one-to-one 
correlation between the linguistic form imperative and the delivery of a 
speech act which counts as a directive. The conative function is 
frcqvcntly carried by features from the code which appear to be 
innocently signalling something quite different. Persuasion is a subtle 
art and, no doubt, at its most successful when it is not recognized as 
such by the recipient; no wonder the advertising industry in c;1pitalist 
societies finds it necessary to publish a code of conduct for the 
rcgubtion of its members. 

Pluuic ji11wio11. We have dealt with functions which derive from a 
focu:; on the content of the message, on the sender and on the 
receivcr(s} and now, with the phatic function, come to focus on the 
channel; on the fact that participants arc in contact. The role of 
language of this type is to signal that one could communicate (greetings 
and channel-clearing signals such as 'hello' on the telephone) typify this 
or that one is, fur the moment, not willing to discuss any particular 
topic; in Britain, at least, the weather and the unsatisfactory nature of 
public transport serve as suitable phatic topics. 

It may appear that the phatic is referential but this is only true in the 
secondary sense that it is difficult to communicate in language without 
referring to something. Consider the following simple greeting ritual: 

A Hello. How arc you? 
B Fine thanks. I low arc you? 
1\ Flue. Sec you lutcl'. 
B Yes. OK. Sec you. 

The 'tow arc you?' looks like a genuine enquiry about B's physical and 
mental state of health and all competent users of English know that the 
only accept•1hlc answer to the 'question' is one which precisely docs 
not provide that kind of information; a recital of one's aches and pains 
tends to generate annoyance rather than sympathy. 

But what of the context? What if A were B's doctor and they are in 
his surgery? Clearly, the conversation would be inappropriate and the 
doctor would be rightly annoyed that 13 was wasting his time and that 
of other patients. If the two meet at a party though ... 

Poet1c"fi111rtio11. In this case, the orientation is towards the message and 
the selection of clements from the code which draw attention to 
thcm~clves and, hence, to the text. The poetic use of lan1,ruagc has, 
traditionally, made use of unexpected collocations and marked 

'J i:J.t untl discmme i '.I:> 

thematic structures and patterning - at both the syntactic and. the 
phonological level - which is stri~ng through ~~ repetitiveness or 
though. the breaking of expectauons of re~enuon .. Rhyme- a?d 
rhythm-schemes are a clear example of this; consider the s~ct 
conventions of the limerick or the Petrarchan and Shakespeanan 

sonnet forms. · · .
1
_ 

There are it should be recognized, 'poetic' uses of language whu.:h 
are an eve~day occurrence; genre such as story-~elling ~nd _ioke­
telling, children's rhymes, football shouts. The poenc funcuon IS not 
the preserve of the poet alone. 

Metali11g11istic f1111ction. This final function derives from an ~ri~ntati.on 
to the code; language being used to talk about l.an~a~e. Dicu?nanes 
and grammars have, par excelle~ce, a ?1e.ta~ngmst~c f~n~no~ as'. 
indeed, has the whole of discourse m the discipline of lmguisucs itself~ 
for example, this book. . · 

There are, as we might. expect, metalinguistic utter~nces a~d t~xts 
which arc produced by people who are not professional linguists. 
Communicators not infrequently check their speech a.s they ~o a~ong, 
particularly when verbalizing the search for an appropnate lexical item: 

Perhaps we should look into opportunities 
for fu .. .fu .. .funding. No that's not it. 
I've lost tl~e word. What do you call it 
when n company gives a student money to 
do research? Sponsorship. That's it. Yes. 
Sponsorship. 

5.3.4 Summary 

In this section we have been trying to make explicit linkage~ be~een, 
on the one hand, selections· of options available from withi~ the 
systems of the code (the TRANS~TMTY, ~O~D and THEME 
systems outlined in Chapter 4), which are realized m TEXT and, on 
the other situational variables (differences between (a) users of texts 
time and both physical and social space and (b) uses to which !exts are 
put; differences in addressee relationship, me~i~m and funcuon). To 
achieve this required the setting up of a descnpnve level betweep that 
of the code itself and the ~i~ation of its use; the level of 
DISCOURSE. 
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Within. discourse, we noted the distinction between user-based 
varieties of language - diaka - and concentrated on use-based 
variation - register - within which we examined the three major 
parameters.and their subdivisions: {1) tenor of discolirse: formality, 
politeness; impersonality, accessibility, (2) mode of discourse: channel 
limitation, spontaneity, participation, privateness, (3) domain of 
discourse: referential, emotive; conative, phatic, poetic and metaling-
uistic functions. ., 

5 .4 Conclusion 
This chapter has filled out some of the areas which had to be 
presented in short order earlier in the book, when we presented the 
model of the translation process. We now have at our disposal 
substantial information about the code and the way choices from it are 
·structured into texts, have introduced the important notion of the 
speech act and have drawn together linguistic and ~itu:itional variables 

in discourse. 
The way is now clear for a shift of emphasis from text-as-product to 

text-as-process and for a specification of the k{lowledgc and skills 
required of the competent communicator as a creator and interpreter 
of texts and a participant in discourse. 

Notes 

1. Chomsky, 1965, 3. 
2. de Saussure, 1915. 
3. Cook, 1969, 39. 
4. Biguenet and Schulte, (eds),1989, ix. 
5. Edmondson, 1981. 
6. ibid. 
7. de B,eaugrande and Dressler, op. cit., 3. 
8. de Beaugrande and Dressler, op. cit., 37; original emphasis. 
9. de Beaugrande and Dressier, op. cit:, 113; original emphases. 

10. de Beaugi-ande and Dressler, op. cil., 141f. 
IL Fanner, PJ., 1952, 1. 
12,1 de Beaugrande and Dressler, op. cit., 179; original emphases. 
13. Hill, 1958.!• I ,. I.,_,, I 

14. Searle; 1969, 16. · l, 

15. ibid.: . . ; 
16. Austin, 1962; Searle, 1969. . . 
17. The definition is based on Crystal, 1980 . 
18. The examples are from Richards, ti al., 1985. 

I 

I 
I, 

L 

19. Searle, op. cit. 
20. Searle, 1972. 
21. Searle, 1975, 138-40. 
22. Searle, op. cit., 59; original emphasis. 
23. ibid. 
24. Labov and Fanshcl, 1977. 
~5. ibid. 
26. 1975, 45f. 
27. Gumperz, 1982, 94. 
28. Katz, 1977, 224; emphasis added. 
29. Grice, 1957. 

Te.rt "11 d d iw11m c 197 

30. The recognition of this in sociolinguistics can be seen in J .ahov's 
vernacular principle: Labov, 1972, 78. 

31. Kirk-Greene (1981) lists over 250Q 'French false friends'. 
32. The diagram is from Gregory, 1967. 
33. Jakobson, 1960. 

I 

I I 
I. 

I! 

I' 

~ 
I 

r 
i 
I· 
,I: 

i 
,. 

I 

1. 
' ' ' ~ 
1 

' 
I 
' ,, 

" ' 
' 

·;; 
I 

I 
I ~ 
I 

I . .. 
I· 



; 
I 

I ,, 
I 

-- ~ "-··-"" =-~ --- -=-~--- 0-•_,,,.,, __ _. .. ~ ,.. .... ____ ---'---,...- ~ •. 

. / ;,~ -~,~::!w.~~ 

t ..... ' _, .. 1 t ,, "' as "I b\J ~; 

tak .. ,b i.1 (a) 'n.l.uillllg' at wu.u and Stmt.nce level (semantic :,-.:.i~-). 

(b) language as a system of options for the e'xpression of meaning .1111! 

(c) textuality and discourse; speech acts and parameters of stylistic 
variation in discourse (communicative or pragmatic value). 

What has been assumed hut not discussed openly has been the 
whole issue of the processes of information storage and retrieval 
(short-term and long-term memory) and their relevance to text­
processing. 

One of the very few issues on which there is substantial, if not 
universal, agreement among translators and translation theorists is the 
centrality of the text. nnd its manipulation through the process of 
translation (this is typically expressed in terms of 'replacing' a text in 
one language with an 'equivalent' text in another: see definitions in 
Section 1.1). . ' 

This final part therefore focuses on the text and provides a general 
model of text-processing which fills in gaps in what otherwise would be 
an integrated model of translating. 

Specifically, Chapter 6 takes up again the discussion of text and 
discourse which was begun in Chapter 5 and extends it into a model of 
text processing which includes the building of a tentative text-typology 
and the knowledge and skills which underpin the processing activities 
of reading and writing. 

We consider the knowledge and skills involved in text-processing, 
including those C)f recognizing and producing appropriate realizations 

I . 

of different text-types, to be essential topics which need to be 
addressed both by the theorist and the practical translator. 

We are convinced that translation cannot be adequately carried out· 
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without substantial (lnainiy hnconscious} knowledge of the formal and 
functioDal characteristics of the t~ and of the typoJo!icaI set to which 
it belongs and fully support Wilss' assertion that the text-oriented 
nature of translation necessarily 'requires the syntactic, semantic, 
stylistic and textpragmatic comprehension of the original text by the 

translator'. 1 

Equally, we would fully support - and extend beyond poetry to text 
in general - de Beaugrahde when he says: 

Most contributions on translation of 
poetry do not focus specifically on 
the process whereby the original text 
is read and understood; Yet the fact 
that a text must be tead before' it can 
be .translated is by no mea~s nugatory ... 
one would be hard put to di.Scover a 
translation of poetry that Is entirely 

· ·free of what appear to be errors. It Is 
more probable that the errors derive 

' froni irtaccurate reading than from 
inaccurate writing (although the latter · • 
cannotbe'ruled out).2 

Either way, it is difficult to see how an adequate description of 
translation could avoid modelling, 'as part of the overall system, the 
analytical processes of reading and the synthetic processes of writing; 
hence the focus of Chapter 6. 

Chapter 7 brings us to the point where we arc able to be explicit 
about the processes of human information-processing on which the 
model of translation in C~apter 2 w1i:5 itself premised. · 

' I ·~ 1 
'! :dl • 

Note$ 
1.· Wilss, 1982, 112. 
2.' de. Beaugrande, 1980, 29. 
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6 Text processing 

I In 1h;s chopla we sh"ll be concerned wilh 1hc <JU"51ion 'llow do 
I users process text?'. We shall approach this issue from two angles: the 
{ specification of (1) the knowledge required in order to process texts 
j· and (2) the skills required and we shall examine both issues in terms of 

I
. reception (reading; which has been the implicit focus of our altenlion 

so far) and production (writing). 
The rc11de1· of' 11 ll•xl 111 lill'l'tl hy 1h1°l'l' pwhlt•111111·11111·1·111l111t llw lc'\t: 

(1) what it is about, (2) what the writer'spwp"sewas in proJucing ii and 
(3) what a plausible context is for its use. In order to answer these 
questions, and '111:1ke sense' of the text, the reader has to drnw on 
appropriate linguistic and social knowledge - syntactic, semantic and 
pragmatic - which reveals (a} the propositional content of the speech 
acts which make up the text, (b) their illocutionary forces and (c) the 
text-type of which this particular text is an example. 

We have typified text-processing as being concerned with three 
problems - the discovery of content, purpose and context - and would 
sec the process as skilled prohlcm-solving. We shall end !he ch:1ptcr 
with a model of the stages which the reader and writer goes throuid1 
when processing text and extend the model by focusing first on 
synthesis (writing) and then on analysis (reading). 

Many of the aspects of processing which will be dealt with in this 
chapter have been introduced earlier (particularly in Chapter 2) and 
much of the knowledge involved has also been presented (in Chapters 
3 - 5). It is the prime goal of this chapter to begin to integrate what has 
gone before and, in so doing, introduce Chapter 7 (in which we 
present a model of human information-processing). This will give us a 
clearer picture of how texts in general arc processed and how 
translators draw on the particular kinds of knowledge and skill 
required in the particular type of text-processing which we term 

'translating'. 
At the end of the first section of the previous chapter we introduced 
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the. notion of intertcxtuality as one of the seven standards of textuality 
which a ltxt was required to meet if it was to be considered text. We 
made the point there that part of the knowledge the text-processor 
possesses is knowleJgc of genre or text-types and it is the problem of 
text-typologies to which we tum first. 

6.1 Text-typologies 

One of the characteristics of text which we noted in the previous 
chapter was that individual texts resemble other texts and it is this 
resemblance which is drawn upon by the text-processor in 'making 
sense' of the text. This knowledge is, clearly, of crucial importance to 
the language user and any attempt to explain how texts arc created and 
used. mus~ include an answer to the question 'I low is it, given that each 
text ts unique, that some texts are treated as the same?' 

.The question - posed in different forms - has, we qui<.:kly realize, 
ansen .on no less cl.rnn three previous occasions in our discussion: (I) in 
~xplc.1nng the rc.latt?nship between utterance, sentence and proposition 
(111 Llh~ptcr 3: Scctwn 3.3.2); (2) in demonstrating the manipulation of 
syn1~c11c structures to create a range of thematic variations (Chapter 4, 
~ectJ~m 4.3.2); and, most recently, (3) in defining the notion 'text' itself 
(m ~haptcr 5, Section 5.1) and will re-appear in relation to the 
cr:a.11011 of conceptual categories (in Chapter 7, Section 7.2.1). 

1 he answers we gave earlier are germane to the one we seek now· 
~he key concept is that of a type-token relationship; each individual tex~ 
is a ~oke:1.- a rcalizati~~ - of some ideal type which underlies it just as 
the md1viuu::I propostt10n underlies a set of clauses which, in their 
turn, underlie the infinite realizations of the utterance. 

Unfortunate~y, tl~e situation is not so simple. The infinity of 
utt~r:mces de~tves from a limited number of clause-types which, in 
their turn, denve from an even smaller number of propositions but, in 
a very real sense, the individual text is an utterance; a realization of 
~ome:hing els~. What, though, is this 'something else'? It is an 
mte~lmkcd se.nes of clauses - the forms and order of which arc only 
par11.1lly pret~1~table - representing an interlocking series of speech 
acts . (propos1t1onal content + illocutionary force) which are also. 
predictable only to a limited extent. 

Th~ d:f~c~l~ derives from the fact that a text-typology has to deal 
not ,v1th \.IR I U~L SYSTEMS ... the abstract potential of languages 
[bm) ··.with AC1 UAL SYSTEMS in which selections and decisions 
havl: alread~ been made' and, further, such a typology 'must be 
correlated wnh typolobries of discourse actions and situations'. 1 

I. •• ~. J. ' ' • 

This immediately calls to mind the form-function dichotomy which 
has been running through our discussions. Perhaps we could try a 
formal approach which focused on the topic (the cognitive content; the 
semantic sense) of the text and, as an alternative, a functional one 
focused on intention. 

6.1.1 Fonnal typologies ' 

Texts have traditionally been or~ized into informal typolo~es ~n the 
basis of topic - the propositional 'content· of texts - ni~king' 'use of 
quantitative measures (frequency of occurrence of particular lexical 
items or syntactic structures) which were thought able to typify 'the 
language of science' and the like. Such work in registe-? developed into 
the kind of discourse analysis we .described in the previous chapt~r and 
ran side-by-side with attempts at rather more ad hoc and intuitive 
groupings such as 'institutional', 'technical', 'literary' and so forth'. In 
addition, where the typologies were set up as part of a programme of 
translator-training, they were used as a means of grading 'te:Xts by 
ranking them along a scale of 'difficulty' and 'loss' from the extreme of 
poetry, through other literature, other texts and scientific and technical 
to mathematical texts which appear to be· the least 'difficult' and in 
which there is virtuallyno '.loss'. ' · 

There are a substantial number of difficulties in working wit4 such a 
typology but one is immediately obvious and sig0ificant. There is a 
fundamental problem of definition. What is meant by· 'p0etr}r' ~ or 
'literature' and how arc 'scientific', 'technical' and 'mathematical' 
distinguished? There is, clearly, a substantial degree of overlap which 
suggests that content, per se, is inadequate as a discriminator. 'Poetry', 
for example, can presumably 

0

be"about anything. It is how the poet 
treats the topic which marks it as 'poetic'. Perhaps, then, it is the 
formal characteristics (the linguistic structures) which are the defining 
characteristic. Such an approach will work with some highly ritjialized 
genre (some types of poetry, for example) but not in the case of the 
majority of texts where again, and now at the roimal level, there is 
overlap. Many of the linguistic characteristics of poetry, for example, 
recur in non-poetry, e.g. advertising copy. This suggests that a much 
more sophisticated view of 'topic'. is required and this we can find in 
the notion of domain; the function of the text. '1 ' ' 

6.1.2 Functional typologies 

A number of functional typologies have been suggested, a feW''based 
on the notion of degrees of translatability but the majority 4 organized 
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on a three-way distinction (which derives from Biihler's organon theory 
of language; language as a tool5 depending on whether the major focus 
of the text is on: (1) the producer (emotive), (2) the subject-matter 
(referential) or (3) the receiver (conadve). The typology we shall be 
discussing6 labels these distinctions (1) expressive, (2) informative and 
(3) vocative; the poetic, metalinguistic and phatic being, presumably, 
subsumed under the expressive,. vocative and informative, respectively. 

.One advantage of this typology is that it makes it possible to list 
text-typeS 'under each function arid, in the case of the informative 
function;'<iiStinguish 'topic' from 'format'. For example: 

! 01. I, J ' ·• • ·, I • .,111 

• 

1

l~fd~;tlv~;'':'scientlfl~ 1 t~xtboo{ ', 
.~ l I ' ' ' ' • • ' • , ' I ' 

Further,' it iS suggested that texts can be divided into three types -
literacy; fustituiional' ahci scientific::.... but it is unclear under which 
function 'iristltutional' is intended to come and the problem of overlap 
still rerliains; 'scientific •. ~ including all field$ of ~cience and 
technology but tending to merge, with institution~! texts in ihe area of 
the social 5ciences'. 7 

, 

what b si:ill Jacking is an objective ~tatcnient of how the three types 
are to be disdnguisbed without overlap and without an implicit 
dependence on native intuition.)t is, after all, precisely this intuition 
whicli WC wish to tap and to make explicit; it cannot, therefore, be 
'given; iii the argument, if we are, to avoid fatal circularity. 

Ii If·' ! ' ' ' 

6.1.3 Text~tYJJes, forms and s~pi~s 
An e~te~i~~ .· ~f the three-way f un~tional typology also proposes a 
three-part inodel: three 'major contextual foci, subsuming a number of 
others'.8 ·This model contains a riumber of features which are helpful 
in arri~g a~ a more hierarchical model of text-types (which begins to 
addres~ the.type-token problem we raised above) and, in particular, in 
integratihg,,with it the thre~ ·major pai:nmeters of discourse variation. 
Figure 6.1 illustrates how the. model ~orks; 

'Qie fiisi hialo~ category - text tyj>C .:... is arrived at by assigning to it 
a partic~ar rhetorical purpose' (alternatively, the type possesses a 
particular i communicative focus) - . exposition,. argumentation and 
instruction ~ and each of these major text-types contains two or· three 
subtypeS: : 

...L 
I 

i· 
; 
I 
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Text-type 

Major Exposition Argumentation Instruction 

Sub-type Descriptive Overt +Option 
Narrative Covert -Option 
Conceptual 

Text fonn Example 
colllract 

Text sample Ellample 

tenor formal 
mode wrillt'll 
domain \ l'Ot1ali\•e 

Note: Cllamples are in italics. 

FIGURE 6.1 Text-types, forms and samples 

Exposition: focusing on states, events, entities and relations and 
sub-divided into (a) descriptive; focus on space, (b) narrative; focus on 
time, (c) conceptual; in terms of :malysis or synthesis. 

Arg11111c11tati011: focusing on nrgument, inn hronll sense, either (a) ovnl 

or (b) covert. 

Jnstructio11: focusing on influencing future behaviour either (a) with 
option or (b) without option. 

This gives a grand total of seven text-types (e.g. instruction without 
option) for each of which there arc large numbers of text-fom1s (e.g. 
for the type 'instruction without option'; 'legal contract'), each of 
which can be realized as a limitless number of text samples - actual 
texts - which vary in accordance with choices from among the options 
available in discourse; tenor, mode and domain. 

An example of this might be a legal contract which has selected from 
(1) tenor, formal, polite, impersonal, inaccessible, from (2) mo1e;_ si~gle 
channel (written to be read), non-spontaneous, non-part1c1pat1vc, 
public and from (3) domain; conative (and referential). . . 

What this model provides us with is the same rclat10nsh~~ of 
inclusion - type and token - which we found between propos1hon, 
clause and utterance. At text-level, we now have the eqmvalcnt: 
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6.1.4 Summary 

The importance, from both a theoretical and a practical stand-point, of 
creating a comprehensive and plausible text-typolob'Y cannot be 
over-stressed. Without the ability to recognize a text as a sample of a 
particular form which is itself a token of a particular type, we would be 
un;1hlc to decide what to do with it; we could neither comprehend nor 
write nor, dearly, translate. 

We h;1vc considered, and rejected as excessively vague, formal 
typologies based on subject-matter, examined a three-way functional 
model which is not untypical of most current text-typologies and 
dosed with a more sophisticated hierarchical model which seems to 
offer a more satisfactory framework for grouping texts and, therefore 
for specifying another clement in the competence of the communicato; 
(and, by definition, the translator). It is precisely to such communica­
tive competence (the knowledge required for text-processing) that we 
now turn. 

6.2 Text-processing; knowledge 

There is a well-known distinction between two kinds of knowledge: 
procedural k1111m/edge (knowing how to do something) and fl1ct11a/ 
l:111111i/dgc (knowing that something is the case). In this section an<l the 
next, we propose to treat text-processing as an instance of procedural 
knowledge and skill in applying that knowledge; a particular aspect, 
that is, of communicative competence}. 

Initially (in this section), we intend to address the question, 'What is 
it that communicators need to know in order to process texts?' and 
then go on {in the next section) to address the related question, 'What 
do communicators do when they process texts?' In short, this section is 
concerned with the underlying knowledge which makes action 
possible, while the next focuses on the skilled application of that 
knowledge in the production and comprehension of texts; the skilled 
activities of (since we wish to focus on the written rather than the 
spoken) writing and reading. 

The communicator calls upon many domains of knowledge In 
processing texts but the centrality oflinguistic knowledge among these 

is in no doubt. We shall therefore ask the question: 'What is the nature 
of the linguistic knowledge required by the communicator~' · · . 

This is . clearly a question of considerable comple:xtty and . m 
answering it we shall make a start by specifying three intedocki~g 
levels of linguistic knowledge (based on the aj>p.roach w.e adopte~ m 
Chapter 4) and indicating their role in the creation of discourse.· · 

d . ,. t 

6.2.l Syntactic knowledge 

Knowledge at this level is limited to the means for creating clauses'. 
ordered sequences consisting of ~e units and structures (e.g.· clause. 
SPCA). What is involved is the knowl~dge of th.e systems_ of chahl and 
choice which organize the semantic meaning proVJded by !11e 
proposition. In itself, then, syntactic knowledge is a matter of ~owmg 
what elements exist in a language and how they may be legitunately 
combined. .. ,.. · · · · " 

We can see such knowledge in operation if we try to .make s~nse of a 
text whose original has been 'scrambled'; the words it contained are 

now presented in a random order. · '· · 

Text A 
in the to safely hardly all two of 
said the many course almost at in 
changed working of field"hundred 
be of views translation the years 
can have . 

• ~ I 

As it stands, this is not a text in the sense we have ?ee~·usin~ the. teF. 
It lacks 'texture' and fails on all seven of the cnte~a for 1udgmg. it. 
True there are stretches which have a degree of mtemal cohesion 
achie~cd by the collocation of words which tend to co-occur and create 
phrases or partial phrases; 'in the', 'hardly all two o~, 'almost at', etc. 
We cannot even parse it, i.e. discover its syntactic structure; ~e 
realization of the choices made from the options in MOOD; where is 
the Subject, where the Predicator, etc.? ' · · · ! 

However, the knowledge which permits the reader to complete such 
• 1 • r: ple io not exercises as this and the well-known c oze tests, 1or exam , · 

only assumes redundancy (it is not necessary for every letter or word to 
occur in the te~ for the message to be conveyed adequately) ~ut al~o 
semantic information about the sense of the clause. To exanune thlS, 
we need to recognize that what is being called into play is not synm:' 
alone but syntax combined with semantic information and it is this 
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combination which gives the language user access to the literal 
meaning of the clause; the loctitionary force of the speech act. 11 

6.2.2 . Semantic knowledge 
,, 

The 'cloze' text with, as in text B, every fifth word omitted nnd n 
further remodelling of text A provide our next examples: 

TextB 

When snow becomes compressed ---
a long period of freezing, it 
congeals into and forms ice-
streams as glaciers ... As we ___ , 
the summits of many are covered 
with snow the year round. 

This 'text' has lost its 'texture' as a result of·the discontinuities 
·created by the omitted words. It now contains seven places where there 
is third-order informationality; no choice has been provided from 
among the options available for selection at each of the points. The 
competent user of the language finds little diffic~lty in 'filling in the 
gaps' with items selected from the upper range of probability: after, 
prolonged, ice, known, know, mountains and all or lexical equivalents 
(other members of the set of options) of these words. It should, 
however, be realized that such an ability derives from semantic 
kflowledge; what is put into the gap is what the reader believes will 
make sense. and return missing 'texture' to the text. 

Let us1.n~~ take text A and reorgm,ize it in an order which at least 
makes s)rnm,ctic sense (text C): , , ': 

Text C 

in hardly two years many in the 
field can of course have changed 
almost all of the .views of the · 
hundred said to be workirig safely ;i ! 

at.I trarislation 
"' •·11.· . ' 

In this case, the competent reader recognizes the syntactic struc~re; 
ASPO and within the Object the relative clause acting as qualifier to 
the NP .with 'hundred' as its head. 1The text 'makes sense' as a 
grammatical sentence and might also do so as a contribution to 

' " .} (1 

'! 
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· d' 'f therc were adequate support from the context (earlier text 
1. 1scourse, 1 h' · 
I and/or an informative setting). ~at i~ stra~ge. a~out t 1s text 1s not 
! the propositional structure underlymg 1t wluch 1s 1mpcccablc 

Circumstance 
~xlrnl; tlml') 

Actor Process Goal 
(111111 l' rlill) {ht· m· li1·i11 ry) 

! 
! 
' but the uncertainty of reference which makes the tex.t in~ccessiblc 

I (to us but possibly not for others). We find ourselves askmg; What arc 
these "two years"?', 'What field?', 'Who arc these "hundred" and why 

1 I · ,, d h " fi I "?' · are they "said" to be "working at trans anon an w y sa c Y: . . 
Such issues clearly take us on to the third kind of hngmst1c 

knowledge involved in text-processing - pragmatic - but, before we 
move on, here is the original of texts A and C: text D: 

Text D 
The views of many working in 
the field of translation can 
safely be said to have hardly 
changed at all in the course of 
almost two hundred years. 

6.2.3 Pragmatic knowledge 

The next step is to go beyond the word and demonstrate that sentences 
themselves - or, more correctly as we shall sec, 'speech acts' - can, to 
some extent, be predicted from their context just as words can. We arc 
now in the domain of pragmatics which involves plans and ~~als and 
the textual characteristics of intentionality, acccptab1hty and 
situationality - the attitudes of the producer and rcc~ivcr of the text 
and its relevance to its context of use - all matters which take us well 
beyond the code (the syntax and semantics) and into the area of the use 
of t11e code for communication. Consider the following 'text'. 

Text E 
The user of English instantly 
recognizes it, despite the 
shared content, as something else: 
an apology. This, as a speech act, 
is one of simple reference: the 1 
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content is the burning of the 
toast ·~nd my attitude to that 
e.vent is. merely that of a reporter. 
f· or example, I can ref er, in a 
co~pletcly neutral way, to a past 
act10n of my own and say 'I burned 
the toast this morning'. In simple 
terms, a speech act consists of its 
content + the orientation of the 
speaker to that content and these 
together give the speech act its 
social meaning. This, clearly, is 
more than neutral reporting of the 
event. Ea~h ~pcech act is thought 
of as cons1stmg of two clements 
(a) the propositional content -
what is being referred to· wl1 t . . , 3 It 
is about - and (b) the illocutionary 
force; the meaning the act is intended 
to convey or the emphasis given to it 
by the speaker. I lowcver, I could take 
the same content and say 'I'm sorry I 
burned the toast this morning'. 

I krc, all the sentences arc . f .. I . 
is one of chaos Th ~er cct y grammatical but the overall eflcct 

. . · e syntactic and semantic links b . h 
w1:/1111 the structures of th . d' 'd crneen t e clements 

c m 1v1 ual sentcn , · 
problematic but this link . ccs arc m no sense 
there is no cohesion an~g;h~s ~ot para!leled b:tween sentences, i.e. 
cohesion not a text at II b p ssage is, by virtue of this lack of 
sentence~. a ut a random assemblage of isolated 

How would the competent r d 
the order (s)hc selected~ pea er rebolrder the sentences and justify 

. . · resuma y by (I) k' 
proposmonal content and th 'II . wor mg out the 
I b . e 1 ocuttonary fore f h 1 . 
. a ellmg each as a particular kind of s eech e o eac c a use, t.e. 
1s a statement (2) recogni· . . th P act, e.g. the first sentence 

· ' zmg m e text as "t fi Id ol a particular text form h" h . . , I un o s, the realization 
text-type and (3) r~o-rderin wt~~ is~ itself, the token of a particular 
of the order in which speec~ actssen ~~ces on the basis of expectations 
But, once again we ru h d arfe I ely to occur in tllis kind of text. 

· ' n a ca o ourselves and · d 
straymg into the area of k"ll th are m anger of 

s I s - e use of the knowledge we are 

discussing here in the actual processing of texts - and feel that we 
should call a halt so that the processing of the text can be shown in its 
proper.place; in the next section. 

6.2.4 Summary 

In this section we pave been suggesting that the linguistic knowledge 
which underlies the user's ability to process texts can be divided (for 
analytic purposes} into syntactic, semantic and pragmatic knowledge, . 
all of which play a part in the production and comprehension of texts. 

In the next section, we consider how such knowledge· is itctivated 
when texts are processed, apply this knowledge to making sense of text 
E and work our way through the text sentence by sentence in order to 
reveal the process. 

6.3 Text-processing: skills 

In the previous section, we outlined the. nature of the knowledge which 
must underlie the ability we all possess to process texts. It must have 
become clear, in the course of that discussion, that it is difficult to keep 
knowledge and the use of knowledge separate and, indeed,' they are 
only so distinguished .in analysis and certainly not in action; the point 
we have reached in our discussion of text-processing. However, we 
shall continue in the attempt. . . . , 

Perhaps. a convenient place. t~ start is to recognize that text­
processing operates in both directions - reception and. production; 
listeajng and speaking (or, the focus of our partirular i~t~rest, re~ding 
and writing) - and that the p~ocesses invo~ved are essetitiany' ~irror 
images of each other, i.e. we can explain reading and writing in terms 
of the same model. , , , ' · · · . -. . . · , . 

·'•·, ' ' I:, ·• 

There is far more involved than a simple ballistic model of the type: 
) 1 ! ; I,,• 

1i . 

Writer-TEXT- R~ader 
I , •. 1· 

The interconnections between production and reception can.be seen 
in Figure 6.2. · .' . , ' ;. '' '. ' 

The crucial point here is that !Jie 'text' ~s, ~ it were, ~ IDaCft>.·speech 
act with its own propositional content and illocutionary force and it is 

•i ! : • . .1·· ·"·''•!.I"' • 

clear that 'retneving the illocutionary force of the entire text, as well as 
, • i . . • . , . • ' I ~. . ~ . 

the forces of the ~lepients ~g up ~~ fext, are b~ic, p~qp~es f~ 
explicating texture ..• negotiating sttucture and ultimately reconsttuct-

• I ' • • • , , ; r o '. ' I · I I • ~ • • ' • • · . . 1 , t • 1 , .., , • 
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l'IOURE 6.2 Writer, reader and text 
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lnlerprclation 

1 process 

Reader 

ing context'12 and that this ability is 'a precondition for efficient 
' 1 • I'·, ,13 ' .. , ' ' 'I' trans ation. . . . . . · 
This.being the case, there must be two texts (which might share a 

common; propositional content~ though even this is in doubt; sec 
below) which. differ in terms of 'force'; one (text 1) reflecting the 
intention5 of i:he' writer in 'producing the text (its illocutionary force) 
and the other (text 2), the result of the reader's attempt to make sense 
of text 1, . the perlocuticinary force. In other words, text 2 is the 
semantic representation of text 1. 

Text..:production and text-reception constitute the major part of the 
process of human communication and, as such, are inevitably subject 
to constraints which ensure that we are dealing not with one text but 
with two! the writer's text and the reader's. We can make use of part of 
the sociolinguistic acronym SPEAKING14, to list the variables 
involved. · · 

(1) The context (setting and scene) of writing and reading differs as 
bctWeeii (2) writer and reader (participants) who arc diff crcnt 
individuals with different experiences of life and (3) intentions when 
engaged in the task of text-processing; they have differing goals (aims; 
general and particular) and for each the experience will have different 
outcomes (ends); results, intended or otherwise. Further, (4) the way 
in which the writer pl:lnneCI for the texdci be taken (key) - the tenor of 
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I the discourse - may diff cr drastically from the way in which 1t 1s 
· actually taken by the reader; what was intended by the writer to be 
: light-hearted and entertaining may be felt to be flippant and annoying 
'. by the reader. There arc, however, (5) CA-pcctations (norms) conccrn­
i ing the behaviour of the participants as producers or receivers and 
, these norms must, to a great extent, be shared (or at least be assumed 
. to be shared) and realized in socially recognized text-types (genre) 
1 which arc readily identified by users. 
; There is, then, the text produced hy the writer (text 1) which is 
; typified by the subject-matter and the writer's intentions in produdng 
1 
the text. Both of these factors arc mediated by the context in which the 
text was produced, by the writer's assumptions and decisions 

· concerning 'what constitutes a relevant and recognizable frame of 
'reference in which to anchor the communication' 15 and the conception 
; of the 'ideal render' who shnres this frnme of reference nnd 111 whom 
: the text is aimed. We have touched on some of these matters earlier (in 

Chapter 5, Section 5.3.2) when we were discussing the scale of 
participation within the parameter of mode of discourse. 

There is the text which is the semantic representation of the first 
text in the mind of the reader (the actual, real reader rather th:m thl· 

: ideal reader in the mind of the writer). This is a reflection of the 
' context of the reading, the goals and plans of the reader, the reader's 

knowledge - linguistic and 'real world' knowledge - and the changing 
nature of the reader's uptake of the original text as it grows and 

, develops in the course of being processed. 
Text-processing is, it would appear, a problematic enterprise and, 

i hence, one which falls within general considerations of problem­
' solving; we shall adopt a problem-solving approach to text-processing 

in our subsequent discussion. 
There is a particular problem; in principle, processing could go on 

forever; there is no definitive reading of a text nor a perfect rendering 
of ideas in written form (nor, therefore, a 'perfect' translation). It is for 
this reason that we need the notion threshold of tcnuination; the 

1 point at which the writer feels that the text is adequate to achieve the 
·. goal set for it or where the reader has got enough out of the text and/or 

feels that, in cost-benefit terms, there is little point in continuing. 
While it is essential to accept that text-processing involves two 

potentially very diflcrcnt texts, it should be realized that writers aml 
readers do have a great deal in common; not merely linguistic 
knowledge and skill but, as we noted under 'nonns' and 'genre', 
assumptions about what is normal and how to cope with the apparent!}· 
abnormal. 
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Two pri_nciplcs: 'analogy (things will tend to be as they were before) 
and local interpretation (if there is a change, assume it is minimal) 
~Jrm the basis of the assumption of coherence in our experience oflife 
m ~eneral, hence in our experience of discourse as well'. 16 Armed with 
these assumptions, the reader can set out confidently expecting the 
unexpected to be interpretable in terms of the known. 
. We shall demonstrate that this is the case by tackling an extremely 
mtractablc-Iooking 'text'; text E with its seven sentences arranged in a 
random order which we presented at the end of Section 6.2.3. 

6.3.1 Problem-solving and text-processing 

W'! suggested at the beginning of this chapter that text-processing 
mtg~t usef~lly be considered within the larger context of problem­
solvmg and mtend to take the point up in a moment but, first we need 
to provide an initial and rather simple model of the proccs~ (Figure 
6.3). . 

SURr:ACE TEXT 

Linear sc4ucnccs 

Gr:1111ma1ical s1ruc1urcs 

Propositions 

Main ideas 

Plans and goals 

FIGURE 6.3 Text processing 

!he mod~!, in its present form, suggests (I) that there arc five stages 
involved ~n text-~rocessing and (2) that these five stages are gone 
through, trrespccnve of whether the text is being received (analysed 

I 

I 
and read) or produced (synthesized and written); the difference being 
the direction of the proces:>i11g. 1, ,. ,, ·L " :· · 

A modification difficult to show in a figure, needs to be made to the 
apparent unidir:ctional processing in each case; bottom.;u~ (for 
reception and top-down for production. We envisage both processes as 
operating in both directions - from data to co~cept and ~oncept t~ .data 
- in a cascaded and interactive, manner, which permi~ analysis ~or 
synthesis) to move from stage ,to stage on the basis ~f. ~artial · 
completion of 'earlier' stages an~ for there to be co~stan~ revts~on ~f 
earlier decisions as processing goes on (see our earlier discussion 10 

Chapter 2, Sections 2.1.l and 2.1.1'). · , 
Rather than work through the model, we shall draw upon it as we go 

along and begin by taking up again text E, which we were attempting to 
process in the previous section. : 1 · · · • 1. . : • · ; , • 

The text is reproduced with each sentence numbered for. ease of 
reference: . , .. 1 

1. The user of English ins~~tly rec~es it, despite the shared 
content, as something else: an apology. . 

2. This, as a speech act, is one of simple reference: the ~ontent is 
the burning of the toast and my attitude to that even~ ~~ ~erely 
that of a reporter. . 

3. For example;! can refe~, ~a completely neutr~.~~y, t~ a, past 
action of iny own and say '~ b~~ed ~e ~oas~ ~~. mo~~g · , 

4. In simple tem1s, a speech act consists of its co~~~~t · +. ~e 
orientation of the speaker to that content and these together give 
the speech a.ct its social meaning. , . . , . 

. 5. This, clearly, is more than ~eutral rep.o~n~ of th~ ev~nt.' 
6. Each speech act is thought of as consisting of ~o el~m,e~ts. (~) 

the propositional content~ what is being referred to; wliat it ~s 
about - and (b) the illocutionary force; the meaning the act ts 
intended to convey or the emphasis given to it by the speaker. 

7. ·However, I could take the same content and say 'I'm sorry I 
burned the toast this morning'. · 1 ' 

•,' 

6. 3.1.1 Processing the text . . · · 
In structural terms, the passage is cutjously homogeneous; all seven 
sentences belong to the same gramnuuical, textµal and : 4iscoursal 
categories: declarative,· statem~nt, infonna~~e. We. '1ee~. a more. 
infonnative analysiS but that cap oM' be achieved by relapng each 
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sentence to both its co-t~ - the sentmces around it - :fud its context; 
the speech acts surrounding it · ~-,, . 

We can begin by noticing markers of cohesive relations (see Chapter 
4, Section 4.3.3) which will allow iJs to decide whether a sentence 
could be the first in the text. · . . · 

1. The user of English instantly recognizes it, despite the shared 
content, a5 something else: an apology. 

In terms of bottom-up processing, we can parse the linear sequence 
and recognize that 'it' must ref er back to some earlier nominal in the 
text (an example of the substitution· of a pro form - a pronoun - to 
make anaphoric reference) and infer from that that (1) is not the first 
sentence of the text. Equally, from the top-down point of view, even 
though we cannot be sure what the discourse function of the sentence 
is (other than crudely 'informative') until we have reorganized the text, 
we will already have recognized, even from this first sentti,n~e with its 
unqualified a5sertion, relatively complex syntax and abstract technical 
terminology having the structure 

. I ,.,, 

definition + example(s) + comment(s) 

that this is a didactic and metalinguistic text, probably from a textbook 
or a paper in liriguistics or a linguistically oriented sub-domain of one 
of the homan sciences. ' '' ' : ' 

2. This, as a speech act, is one of simple reference: the content is 
. th~. 1b.~~ing of the toas~ and my .attitude to that event is merely 
that of~ reporter. .• '., : 

'This' ~o refers back; a deictic with anaphoric reference. (2) cannot, 
therefore,• ,be the first sentence either and, like (1), its speech 
act/functional status cannot be specified beyond the very general 
'informative'. The sentence, however, provides further evidence in 
support of our initial assumption that the domain of this text is 
me~inguistic. Even in purely lexical temis the conclusion seems 
irresistible; 'speech act', 'reference' and (a second time) 'content'. 
Acting on this hunch (until there is good reason to change our minds), 
we recall what we know about didactic written discourse in general 'and 
about linguistics in particular and could, at this point, rush ahead and 
look for :a'·· definition, since we expect such texts to begin with 

I· 
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definitions. However, we shall be cautious and continue our scntcnre­
by-sentencc reading and analysis. 

3. For example, I can refer, in a completely neutral way, to a past 
action of my own and say 'I burned the toast this morning' . .. 

'For example' is also anaphoric; a reference to some earlier clement of 
the text which is to be reintroduced and exemplified. (3) cannot be the 
first sentence either and is marked by the phrase 'for example' as 
functioning as an example. 

4. In simple terms, a speech act consists of its content + the 
orientation of the speaker to that content and these together give 
the speech act its social meaning. 

A definition, indicated by the syntactic structure 'X consists of Y' (i.e 
'has-as-parts'; sec 7.3.2) and no clear indication that this is not the first 
sentence of this passage; the 'in simple terms' suggests reference to an 
earlier text but the evidence is not conclusive. 

5. This, clearly, is more than neutral reporting of the event. 

'This', as in (2) is deictic anaphoric reference and, therefore, and for 
the same reasons, cannot be the first sentence of the text. Equally, 
without knowing what the 'this' refers to, its speech act status remains 
as an informative. 

6. Each speech act is thought of as consisting of two clements (a) 
the propositionnl content - what is being referred to; what it is 
about - and (b) the illocutionary force; the meaning the act is 
intended to convey or the emphasis given to it by the speaker. 

Like (4), a definition and a possible first sentence. The definition 
structure 'X is thought of as consisting of Y' is clearly a variant of that 
used in (4), though it still has the logical structure 'X has-as-parts Y'. 
If we accept that texts of this kind tend to begin with definitions (and 
not every reader does, as we shall see at the end of this analysis in 
the alternative readings presented in Figure 6.5), the question here 
is whether we start with a 'tough' definition (6) or a 'soft' one (4); a 
matter of pedagogic taste. 
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7. l lowever, I could take the same content and say 'I'm sorry I 
burned the toast this morning'. 

The 'however' is conccssive conceding an earlier position and moving 
on to a new one and therefore implicitly reference to an earlier part of 
the text. (7) is, therefore, not the first sentence nor can we yet decide 
what kind of a speech act it is other than the general 'informative'. 

We have, at this point, an indication of the likely speech act being 
realized by four of the seven sentences (3, 4, 6, 7) and, given that we 
are accustomed to didactic texts (and we recognized this text as 
didactic rather quickly), we can suggest the function 'comment' for the 
remainder (I, Z, 5): 

1. comment 
4. definition 
7. example 

2. comment 3. example 
5. comment 6. definition 

Drawmg on our expectations about the structuring of texts of this kind, 
we \<ould think it likely that the text would have at least one definition 
(D) initially and that the definition(s) would be followed by example + 
wmment sequences (E" + C", i.e. one or more of each). All this 
suggests five plausible D + E + C configurations (definition + 
example + comment) which we can display in a branching flow­
diagrnm (Figure 6.4). 
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FIGURE 6.4 Readings of text E 
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l. Original order: DI DZ El Cl EZ CZ C3 (see text F below) 
Z. A,. 1 but with CZ [5] and CJ [l] reversed. 

3. Like 1 and 2 begins with Dl (6) but then foli?ws an El c~, IE2 ~2 
C3 order and elegantly rounds the text off WJth 02 (4) ·• 

4 Begins with 02 (4) followed by Dl (6) El Cl C2 E2 CJ:. . 
5: As 4 but with the last three sentences in the SJlme order as in 1, i.e. 

E2 C2 C3. 

Text F 
Each speech act is thought of as 
consisting of two elements (a) ~e . , 
propositional content - what ts being 
referred to; what it is about - and 
(b) the illocutionary force; the 
meaning the act is intended to convey 
or the emphasis given to it by the · 
speaker. In simple terms, a speech 
act consists of its content + the 
orientation of the speaker to that 
content and these together give the 
speech act its social meaning. For 
example, I can refer, in a completely 
neutral way, to a past action of my ~ 
and say 'I burned.the toast this ~ornm~. 
This, as a speech act, is one of s1~ple 
reference: the content is the burnmg 
of the toast and my attitude to that 
event is merely that of a reporter . 
However, I could take the same content 
and say 'I'm sorry I burned the toast . 
this morning'. This, clearly, is more · 

1 

than neutral reporting of the event. 
The user of English instantly ·. 
recognizes it, despite the shared . 
content, as something else: an apology.1

7 

' 

I', 

6.3.2 Synthesis: writing , 

At the beginning of this section (in 6.3), 'we pro~sed a model of 
. bich. conta1·ned five stages and was intended to cover 

text-processmg w · d · ( · · ) 
both reception and interpretation (reading) and P~ uctton ~!1°g f 
We also suggdsted (in Section 6.3.1) that underlymg the acbonvitytho 

h d U• ns _ ground-rules - a ut e text-processing were s are assump o . . .. 
ways texts were to be created and interpreted; expectatio~ of norms 
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and plans for dealing with the new by analogy with the old. We shall 
apply these notions to the synthesis 'of text. 

Let us remind ourselves; to begin :with, that we imagine the process 
to be one which is -· '' 

(1) both bottom-up and top-down in which ' ... we work out the 
meanings of the words and_ structure of the sentence ... [and] at the 
same time, we are predicting, on the basis of context plus the 
composite meaning of the sentences already processed, what the 
next sentence is most likely to mean'. 18 

(2) fOScaded, i.e. it is possible to move from one stage to the next before 
the 'earlier' stage has completed its work, i.e. we are able to 
continue to process on. the basis of incomplete analysis (or 
synthesis, come to that) and .'I . • 

(3) interactive, i.e. constructed with feedback loops which allow the 
. revision of earlier decisions on the basis of the results of later 

processing. 

Writing, in terms of the model we presented earlier (Figure 6.4), 
involves the movement from plans and goals and high-level abstrac­
tions to parsing and the realization of text as a linc!ar string of symbols. 

Some have pointed out, 19 that the actual writing is preceded by a 
pre-writing stage dedicated to background reading, discussion, 
thought and general planning of what to write rather than how to do it 
and followed by a re-writing stage (or stages) during which revisions 
are made to the otherwise completed work. Naturally, the amount of 
time given to each stage is subject to a threshold of termination (see 
6.3 on this term); the writer will stop, when (s)he feels that the effort to 
continue outweighs the advantages , to be gained. This brings us to a 
point which should be made; the writer has much more time to make 
explicit judgements of text quality, so we might take this opporrunity to 
note the ways in which the production of texts are regulated. 

We nilght begin by recognizing that, whereas in the previous chapter 
(in Section 5.1) we were engaged in setting out the defining 
characteristics of texts (the constitutive ruks by which they are brought 
into being), we are now about to ~ to the second type of rule (the 
repla#Ve) by mean5 of which teXts. are controlled and their quality 
judged: .~: · '. . · . 11 

• · 

Three'regtilative principles for teXts have been sugg·~sted 19: 
: '. . : ., . I ·j . ; • 

(a) 4]if:img: the minimum exj>encliture of effort is required of the 
participants, 

i 
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(b) effectiveness: success in creating the conditions for attaining a goal 
and 

(c) appropriateness: providing a balance between (a) and (b), i.e. 
between the conventional and the unconventional. 

I: Agpropriatencss is, of course, difficult to achieve. Efficiency and 

l effectiveness tend to be in conflict; plain language and trite content arc 
. efficient but not effective since such a text is boring. Equally, creative 
j language and bizarre content arc effective, since they make a powerfol 

impact and arc memorable but they arc inefficient since they take a 
good deal of processing. Even so, the knowledge on which the skilled 
reader draws - the language user's communicative competence (see 
Chapter 2, Section 2.1.3 on this) - suggests strategies and tactics for 
coping with appropriate writing, as we shall see. 

We can now begin to work through the process stage-by-stage from 
planning to actual writing.21 

Stage 1 - pln1111i11g- involves the writer in goal-setting and planniilg 
to attain that goal. At this point the writer is asking why the text is to be 
written - to persuade readers of a particular view of translation theory 

. (or, more mundanely, to increase the writer's reputation, to get a 
promotion, to make money ... )- and wliatfom1 the text should take: an 
article, a monograph, a book? 

Stage 2 - ideation - concerns decisions on the main ideas which will 
further the plan and their mapping onto the plan; the main ideas might 
be that translation should be studied as process rather than product 
and that a model of that process should be developed which draws 
upon what is known in linguistics and cognitive science about human 
information-processing. 

Stage 3 - development - takes the ideas, organizes them into a 
coherent framework (chapters and sections within chapters, for 
example) which shows their interrelationships with each other and 
carries them forward towards the attainment of the goal. It should be 
realized, that we arc still not at the point where any of this is in 
language at all. We arc still mulling over ideas and shifting them about 
in our minds. Developing the framework for this book began in 1984 
and continued right up to the moment of writing when changes in 
overall layout and the weightings assigned to particular sections were 
made. The book has, in fact, a rather formal structure. There arc three 
Parts with seven chapters divided between them (2 + 3 + 2) and each 
chapter consists of three sections, each of which is divided into three 
sub-sections. The total adds up to 63 sub-sections and the numerolo-
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gica~ cff ect ~f the threes and sevens (7 x 3 x 3) is rather striking, 
particularly since there is a final, single, troo paragraph, eight sentence 
Envoi. How intentional the arrangement was initially is of course . , , 
quue another matter. 

Stage 4 - t'xpression - takes the ideas and puts them into 
non-language-specific propositional form; Actor Process Goal, etc. 
(sec Chapter 4: Section 4.1) which serves as the basis for the 
production of language-specific clauses. Some of this stage co­
occurrcd with stage 3 and some immediately prior to stage 5; a further 
indication, if any were still needed, that these stages and steps are by 
no means linear and recursion and back-tracking to earlier stages in 
the course of constant revision are the norm rather than the exception. 

Stage 5 - parsing - maps the propositional content onto the syntax 
through_ selecti?ns from the MOOD systems (see 4.2) and arranges 
clauses m a suuably communicative manner through selections from 
the THEME systems (see 4.3) and, finally, realizes them as written 
text; characters on a (semi)permanent medium. 

Clear! .,. ire as many configurations of this process as there arc 
writers ai.. • · ~rve no particular purpose to try to create a set of 
'typic;ii' styi •re saying here is that this process seems 
plausible and, 11, c' th -·1se, we have assumed it when we built 
the model of transi.~. :H ; .. ,.. 2. 

This brings us to the ; ._. 
text (reading) rather than its u. 

the whole process of revision (step~ ~ 

6.3.3 Analysis: reading 

nrocess; the analysis of existing 
:,1itio, noting before we do that 

·.actually, skilled reading.22 

Reading, according to the model we arc using, consists of essentially 
the same processing stages as writing but with the direction reversed 
i._c. l~om ~urfac_e text to plans and goals; parsing, concept recovery: 
s1mphficauon, idea recovery (getting the gist) and, finally, plan 
recovery (realizing how to take the message of the text). 

":e might ad~ that, at any point, the reader may have to reinterpret 
earlier clauses m the light of new information. The well-known 
'garden-path sentences' are a good example of this23 : 

Thl· shooting of the Archduke infuriated his supporters. 

Our initial reading of this is, very probably, that the Archduke was 
assassinated and that his supporters were dismayed and angered by the i 

! 
I 

I 

event. This is, indeed, a plausible.interpretation on the basi.S,of our! 
expectations (long-tenn memory entries about Sarajevo 1914, etc): but 
the clause is, actually, ambiguouS;i,There ,is an altemative•1to .our; 
assumption that the underlying propositions are: 1. ; • .iira•···;Jilh.•i.. 

• 1 •• ' ' •• :;.,, •• 

Someone shot the Archduke. . 11 

This infuriated his supporters .. " : ; 

Let us suppose that, instead of continuing,· ' .1. 
... 

Two days of rioting followed ... ,. 

the next clause in the text is 

They had bet large sums that he would win the competition. . • 

We would need to reinterpret the first clause; it was the way the 
Archduke shot that infuriated his supporters, not that he was shot. 

Having made that point about the need for revision, we should begin 
our discussion with the ·surface text and, ~ particular, with the clause .. 

There is considerable evidence to suggest that, . rather than 
· · l t u· 24 operating a sentence at a bme, processing operates a c ause a a me . 

and indeed our own model of the translation process has 'been , , ' th 
designed on this assumption. , It is to -be expected, . for . ho 
psychological and linguistic reasons, that the clause should play such a 
central role since th~ clause: ' ! : ; : ', i L 1 

(a) tends to be about die right length to be entered on the visuo-spatial 
scratch pad in the working memory (see Chapter 7, section 7.1.2 . 
on the short-tenn memory and its role in information-processing) 
and •.: · ,.; . · 

(b) is the focal point of all three macrofunctions of language {see 
Chapter 4) and 'the product 1 of· three. simultaneous; semantic 
processes; it is at one and the same time a representation of 
experience, an interactive exchange! and a message'25,;' .:i 

! ~ , . I · : . , ' : . . , f 
· Stage 1 in the process is parsing; the analysis of the linear string of 
symbols (the letters on the page) into clauses. It may well be,· as we 
suggested in Ghapter 2, that parsing can be by-passed if the structure 
of the clause· ~ a frequent one· (contained in a Frequent Structure 
Store) and the infomation passed on immediately to the next stage: 
concept-recovery. But, assuming that parsing needs to take place, the 

'.·.· ·1 

, I 

l 
t 

r 
I 

", 
J ~·.1~ :i' 



r 
224 Translation and Translating 

first question to ask is the bottom-up 'is the clause grammatical?'. If it 
is, the next stage is activated and, if not, the reader will attempt 
top-down, starting from prior knowledge and expectations to find a 
plausible structure in the data by adding, deleting, changing; 
attempting to edit the text into the form the reader assumes the writer 
intended; precisely the ability which has traditionally been called into 
play in the applied linguistic procedure of error analysis where the 
analyst is frequently called upon to produce a 'plausible interpretation' 
of a sample of idiosyncratic speech or writing. 26• 

An important point here is that for readers grammaticality is a 
default; 'something assumed in · the absence of contrary 
specification'. 27 . · 

Consider texts like 

They ran up a bill 
They ran a bill up 
They ran it up 
They ran up it 

where the last text is not a grammatical alternative to the one before it. 
The reader would assume, on the basis of the local interpretation 
principle, that 'it' referred to 'bill' and therefore was intended to be 
'they ran it up'. 

What, though, of a text like the next? 

WAIT WHILE LIGHTS FLASH 

Interpreted literally, this is a general instruction not to move when 
there are lights flashing but the reader wiU assume a context and insert 
deictics such as 'here' and 'these' to give a re-written text (the reader's 
text; the semantic representation) which now reads: 

WAIT HERE WHILE THESE LIGHTS FLASH 

When this text was met for the first time (in the mid-60s) on either side 
of a railway track, the reader was presented with a problem; how was 
the ~xt to be interpreted? The situation makes the major contribution 
to 'making sense' of the text; by placing the text at a level-crossing and 
presenting it in a particular way, the writer makes it a sign and, by 
analogy with other road signs, the road-user can infer that it is an 
instruction to wait at the crossing while the lights are flashing. 

• ,i 
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We would suggest that the text is 'a mixture of familiar and 
unfamiliar content, with the bulk of it familiar'28 and that we cope with 
'new' texts by treating the unfamiliar as familiar; by analogizing. 
Unfortunately, this text was not as transparent in its meaning as the 
writer presumably intended it to be. The 'ideal' reader was, no douht, 
CQnccived of as a speaker of southern English but the new crossings 
were piloted in the northwest, where 'while' means 'until' ... 

How long, we might ask at this point, is it before we know what a 
text is about? How much data do we need to process before we have 
the 'gist' of the text? This is a crucial question and, in particular, for 
the translator. The answer seems to be, it all depends. In many cases, 
the first clause is sufficient; sometimes, of course, there is a title which 
may be less than a clause but, nevertheless, cues the topic. 

Even without a title and in the context of an unclear initial 
paragraph, the reader has a number of problem-solving strategics 
availablc29

: 

(1) to work steadily through the clauses in the order in which they arc 
presented in the text, holding unresolved problems for later 
resolution (a breadth-first approach) or 

(2) to read right through at high speed (skimming), extracting what 
appear to be the main points (a depth-first approach), or 

(3) to combine the two and thereby avoiding the slowness of the 
cautious first approach and the danger of misunderstanding -
getting hold of the wrong end of the wrong stick - of the second. 

An indication of the skill which readers possess can be seen in the fact 
that, time and again, native readers of English presented with a text,30 

one word at a time and without its headline, were able by the end of the 
first clause (not the first sentence; some only needed the first eleven 
words to establish that 'credit' was being used as a metaphor rather 
than as a term in economics or banking and that the source was some 
kind of 'quality' publication) to state: 'Newspaper editorial; a "quality" 
English newspaper i.e. the Times, the G1111rdia11, the /111ifpmdmt, 
possibly the Telegraph, if it is a daily, or the Sunday 1i"mes or the 
Obseroer, if it is a weekly; assessment of the achievement of the Israeli 
commission of enquiry into the massacres in the refugee camps in 
south Lebanon.' One clause was sufficient to pin down tenor, mode 
and domain. Herc is the first sentence of the text together with the 
headline: 
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The Verdict of Kahan, and the Context 

Much credit flows to the State of Israel 
for the vigour of the Kahan commission's 
enquiry and the rigour of its conclusions. 

6.3.4 Summary 

In this section, we have shown the kinds of problem-solving skills the 
te~1-processor uses in coping with text and have introduced a 
five-stage model of text-processing which is intended to work, 
depending on the direction of operation, as a model of boch reading 
(•malysis; from surface text to abstract configurations of concepts) and 
writing (synthesis; from plans and goals, through ideas to written 
surface text). 

These arc, by virtue of the fact that the translator is a text-processor, 
precisely the same skills as arc employed in translation and it is for that 
reason that we have spent time in this section spelling out what is 
involved. 

6.4 Conclusion 

This chapter has been concerned with the essential activity of 
text-processing which underlies human communication - monolingual 
or bilingual; written or spoken - and, of necessity, is at the root of the 
trnn:,lution process. 

We dealt with three topics in this chapter: (1) text-typologies, (2) the 
knowledge-base of the text-processor and (3) the skills the reader and 
writer use in processing text. 

The problem of the text-types is a particularly significant one for the 
I 

translator. As Hatim says (in relation to translating from English to 
Arabic hut, clearly, of universal rather than particular relevance): 

... retrieving the illocutionary 
force of the entire text, as well 
as the forces of the clements making 
up the text, are basic principles 
in explicating texture in English, 
negotiating structure and ultimately 
reconstructing context, a precondition 
for efficient translating into Arabic. 31 

·• 

I 
! 

In order to explain the relationship between individual texts.iand 
abstract ideal 'types' of which they ar~, thought to ~e 1.'~fke~' 
realizations, we presented a hierarchical model of the · r.elati?~~h1p 
between (a) actual text 'samples', (b) 'te:xt-fonns' and (c) a ~ery !1?.11ted 
number of 'text-types' which resolves th~ problem by proposing ~ set 
relationship of the same kind as holds between utterance, sentence and 
proposition, i.e. (a) is included in (b) a~4 (b) is included ,in (c).' . ' 

The second topic - knowledge - brought us back to a refo~u!anon 
of the three-way distinction introduced in Chapter 4: syn~ ~e~dcs 
and rhetoric. Since, as Halliday says, the clause is the simu~ta~eous 
product of all three systems of op~ons, and ~ince texts ar~ r~a~i~ed 
through clauses, it is inevitable that such knowledge ~ho~ld fonn the 
basis of the skilled actions which create discourse. It 1s equ~lly .clear, 
that knowledge of this kind - and in two lang\iages' .- must n~~ 'only 
form a major part of 'translator competence' (the top1.c. of Sec~.~q 2.1 
in Chapter 2) but the clause itself must b~ ~e mai~r foc~s ~.f the 
process of translation itself. . ' . . . 

Reading and writing have also been dealt with at some len~~ smce 
they too are very obviously skilled activities which ~o~ a s1~~cant 
part of the process of translating. We presented reading and wnting as 
using the same five-stage process - ~ey are conceived 'o[ ~~ mir'~or 
images of each other.- and therefor~ tfl1ce de ~~augrande ~ as.se~on 
which follows to ultimately have messages for wnting as well as readmg 
to which it explicitly refers: · · ' · ' · 

Only if the retuling process is 
consistently ptmued to the point' 1 

· 

where the interpretation is maximal~ 
1 

, 
1 

. 
dominated by tat-supplied informatton , 
can a truly objective translation be ' ' '· · · · · 
produced, that is, a translati?n wh!c~ ': . . ' 
validly represents the perceptual potennal of 

J-'. j,, • 

-' I 

h . . 132 ' t e ongina . , , , . 
,,.. ' , ; I '·• '•· ' ' 

The reference here to 'percept.:al pot~ntial' provides th~ justification 
for the final chapter of this book; human infonnation processing. 
Text-processing and translating are special cases of this larger'process 
- the manipulation and storage of information in the mind.- ~ ~odel 
of whiCh, we b~lieve, cannot fail fo provide us with substannal ms1ghts 
into the 'black box' in which translating takes place. 
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J ' . 7 Information, knowledge and 
memory 

When we built the modei of the translation process (in Chapter 2), we 
did so on the basis of a number of assumptions which were listed at the 
time. Four of these assumptions which arc of particular significance 
for this chapter are repeated here. 

We assumed that the process of translating 
' (1) is a special case of the more general phenomenon of human 

information processing; 
(2) should be modelled in a way which reflects its position within the 

psychological domain of information processing; 
(3) takes place in both short-tenn and long-tenn memory through 

devices for decoding text in the source language (SL) and 
encoding text into the target language (TL), via a non-languagc­
specific semantic representation 

(4) proceeds in both a bottom-up and a top-down manner in 
processing text and integrates both approaches by means of a 
cascaded and interactive style of operation; analysis or synthesis 
at one stage need not be completed before the next stage is 
activated and revision is possible. 

Such a model assumes links between translating and linguistic 
structure - 'meaning' in all its aspects - on the one hand and models of 
human communication on the other. Since this book has concentrated 
on the linguistic aspects of translation - 'linguistic' in a very broad sense 
- the balance needs to be redressed - however briefly - towards the 
psychological and the modelling of human information-processing. 

Our task is easily stated. We shall make explicit in this chapter the 
model of human information-processing which has been implicit 
throughout the book and within which our model of translating is 
located. 

In simple terms, we all agree that translation involves reading the 
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SLT and writing the TL T and, between the two, shifting from one 
code to the other. We might focus this chapter by spelling out what is 
involved, indicating what has already been discussed in earlier chapters 
and outlining what is left to be done. 

Reading consists of processing text by reference to existing 
knowledge and applying analytic skills which permit the reader to 
extract information contained in the text. 

1Vriti11g consists of organizing existing knowledge and applying 
synthetic skills to that knowledge which permit the writer to realize it 
as information in a te:.1. 

Translation combines the two in the way we have demonstrated in 
the model. 

Let us consider, though, just what is implied by these definitions. 
Virtually all of the terms used in them are problematic: processing, text, 
existi11g /.:1111111ledge, tmal.J•tic sl.:ills, extract, illfim11atio11, orga11izi11g, synthetic 
s/.:ills, realize. · 

Fortunately, most of them have been the subject of considerable 
discussion in earlier chapters, so we can concentrate on those which 
haYc been dealt with cursorily or not at all. 

What we arc left with arc all notions from cog11itive science: (1) the 
nature of human information processing, (2) the structure of 
knowledge and (3) the storage of knowledge and the means of 
accessing it. 

This is precisely what this final chapter is about; the presentation of 
a psychological model of human information-processing which 
explains how it is that we arc able to take in data from the senses 

' convert it into meaningful information in the mind, store it in 
long-term memory and retrieve it, as required, for later use; all 
processes on which the translation process crucially depends. 

7.1 Human information-processing 

A model of human information processing1 must, minimally, be able to 
account for the following: 

1. That sensory stimuli received by the senses and transmitted to the· 
brain for processing are chaotic rather than organized. 

2. That the processing system is able to convert an input which 
consists of continuous stimuli into discrete units of data. 

3. That even degraded or ambiguous stimuli can be (if only with 
partial success) processed. 

'''.I 11. 

4. That inherently meanins:.:,: : .. is can, once received, be 
converted into meaningfd me;;:·."cs ... :: ! · i ,i;:t; · .1 1 

5. That enormous quantiUb of information can be processed, stored, 
retrieved and re-used with apparent ease and accuracy. ; 1 · , '. .• 

. !t ~ i • 

7 .1.1 Three stages 
·'. i , I . ; 

Three clear stages, each associated with a specific storage system, can 
be distinguished in the process: . 

1. Reception, filtering, storage and initial processing of information by 
the sensory infonnation system (the SIS). 1 • · : 

2. Final analysis, short-term storage and second filtering of the data 
by the short-tenn memory system (the STM). · 

3. Accessing the long-tenn memory-system and integrating new. 
. information within the L TM database. 

Within the model, attention needs first of all to be directed to an 
understanding of the processes of decoding or analysis (reading) and 
encoding or synthesis (writing), with a particular ; emphasis on 
decoding, since - as we saw in the model of the translation process -
one is, in essentials, virtually the mirror image of the other. Figure 7.1 
provides an outline ·of the process .. 

Long-term Memory System 
; 

.. 
INPUT-OtrrPUT and STORAGE 
of data in the database 

.. , 

Sensory Information System 
. : ! " . 

Filters, stores, records image " • f 1. , , • 

Recognizes FEATIJRES and PATIERNS 

.1' j 

Short-term Memory System 

! °'i 

' ' 
µ>DES and STORES data: 
ACCESSES LTM database 

I 

FIGURE 7. 1 Information proce5sing; an outline model 
'•·'''' . ' 

The outline model suggests' 
1 

·that there are iru:ee major storage 
~stems invoJV~d in the proce5sf!ig pf ?'f ~ppation thr~e diS~ct ~ut 
mterconnected systems the sensonr mformation store (SIS), the 
short-term store (STS) and the long-temi st~re (L TS).· We shall 
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summarize the relationships between them here, provid~ an expansion 
of the model and then desciibe the ~ecorld and third .;:: the two main 
memory systems - in greater detail. ; ' · 
. The first · stage in the process is handled by1. the sensory 
infonnation system which makes a record of the stimulus in the form 
of an "image. 

The human brain, through the sensory systems of the body -sight, 
hearing, taste, touch, smell - receives vast quantities of information 
all the time and, as studies of sensory deprivation have shown, appears 
to need such inputs in order to work adequately. Starved of data, the 
brain quickly begins to invent its own by hallucinntlng.2 

However, the brain cannot cope with the incoming stimuli in their 
entirety. Such a vast surge of information would overload the system -
probably fatally - and this means that there inust be, as the first stage 
of the· processing system, ·a filter' 1 which can reject all but the 
information to which the system is paying attention at any given time (a 
point we shall take up again in the next section). . , 

This selected information is, according to the model as presented so 
far, next stored, very briefly (experimental evidence suggests about half 
a second; hence the half-second 'reaction time' in human beings) in a 
sensory information store.- a 'sensory register~- which provides a 
complete and detailed record of the stimulus. This is either returned 
to the filter for disposal or passed on to the first of the processing 
systems for recording as an image rather than the aggregate it is 
received a5 from the senses. The role of this stage is crucial, since it 
converts sensory stimuli, which are essentially chaotic and continuous, 
into a unit of information which is amenable to further processing. It is 
at this point that sensation becomes perception and we have moved 
from awareness alone to the first step in the process which leads to 
cognition.. · . 

Next, this image is passed on to the STS - the short-term or 
working memory - where it is (a) analysed in terms of its distinctive 
constitueht features and (b) is organized into a coherent pattern which, 
together with its feature coding, is (c) passed on to be disambiguated 
(if necessary) and, finally, entered into the L TS, the long-term store. 

From the point of view of the reader (and translator) the key 
eledients of the model are the second and third memory systems - the 
STM and the L TM - which we shall now describe. 

Tlie sec~nd storage system (STS) was, until recently, rHerred to as 
short.:..term niemory (STM) and was. envisaged as a purely passive 
information store, limited in capacity \l ± 2 'chunks' of information; a 
'chunk' being a unit such as a number, a letter, a word3

), in the time 

... 
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I information can be held (some 30 seconds, assuming no new incoming 
: data obliterates it or that it is kept in store for a longer period by 
. rehearsal) and likened to a leaky bucket, a pneumatic push-down 

plate-store or an in-tray in a busy office, constantly being filled wit11 

1 documents, some of which are put in the wastepaper basket (i.e 
'filtered out'), others are answered immediately (passed to the 
encoding system) and yet others arc passed on for filing (stored in the 

; LTM). 
I 

~ Current thinking in cognitive science suggests that the STM is not a 
simple store but possesses active characteristics as well, consisting- of 
three, or possibly four components, which nllow II 1101 only to al'l us a 
store but also as a kind of workbench - hence the term working 
memory which is now more commonly used than the earlier 

. slzort-ten11 memory - where data can be held, in small quantities and for 
a short time, while it is rehearsed and analysed in terms of both 
features and knowledgc4

: 

(1) articulatory loop: a kind of 'inner voice' which can hold and repeat 
some two seconds' worth of syllables. 

(2) visuo-spatial scratch pad: the visual equivalent of the articulatory 
loop, an 'inner eye' which can hold a small amount of non-verbal 
data (equivalent in amount to the syllabics in the articulatory loop) 
for processing. 

(3) central executive: the controller of the activity which (a) coordinates 
the analysis, CTJ) keeps attention focused on what is relevant (i.e. 
relates the analysis to the goal being pursued at the time and uses 
the filter to reject non-relevant material) and (c) handles both the 
retrieval of information from the L TM as required for the analysis 
and the input of information into the database. 

The third system - the L TS - has, like tl1e STS, both active and 
passive aspects which together constitute the long-term memory 
(LTM): 

(1) an accessing system which allows new data lo be put into the 
storage system and existing stored data to be accessed, and 

1 (2) a database in which information is stored in a manner which 
facilitates access. 

An analogy might be the library catalogue and shelving system. The 
catalogue provides a classmark for each publication and the layout of 
the library itself ensures that publications on related topics - \\ith, 
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tl1erefore, similar classmarks - are shelved together. 
We shall argue (in Section 7.3) that the library analogy is a powerful 

one, since it models for us not only the notion of the coding of 
incoming items and their storage but also the logical linkages which 
exist between items. 

However, in two respects the LTM differs significantly from the 
library. First, and less importantly, the storage capacity of the database 
is, so far as we can tell, limitless and, second - and this makes a 
qualitative rather than a quantitative difference - the catalogt1ing 
system of the LTM can reorganize itself so as to maximize its 
efficiency in accessing and organizing data; something no library 
system can hope to do. 

7.1.2 Three processes 

This initi.11 model presents us with a unidirectional bottom-up 
process; each stage having to be completed before the next can be 
bcb'lln and the whole activated purely by the data supplied by the 
semory systems. This handy fiction must now be modified by 
recognizing that processing can and does operate in the opposite 
direction at the same time, i.e. top-down, by drawing on existing 
knowledge lo augment data which is incomplete or resolve ambiguities, 
for example.5 

1. 1.2. J ll11110111-11p proct·ssi11g 
Uouom-up processing is data-driven in the sense that it begins with 
the input of 'raw' sensory stimuli and analyses this continuous influx of 
chaotic sensory stimuli into discrete meaningful units of information. 
1 hcse arc processed, cumulatively, into progressively more sophisti­
cated patterns which themselves build into generalizations. 

7. 1.2.2 Top-down processing 
Top-down processing, in contrast with bottom-up, is concept-driven 
and begins with assumptions or hypotheses about the nature of th11 
data and seeks regt1larities in it which confirm those assumptions. 

There is, dearly, 11 need for the processing system in which we nrc 
interested to operate in both directions at once; revealing simultaneous 
parallel processing which is both bottom-up (data-driven and con­
cerned with pattern recognition) and also top-down (concept-driven 
and concerned with the utilization of prior knowledge). 

. 
' . I 

7.1.2.3 Interactive processing . 
Interactive processing combines :bo~m-up, with. top-down. witjch 
permits processing to take place simultaneously in both directions with 
each process 'feeding' the other with information a~d,, eventUally, 
arriving at an agreed conclusion, unless the data is too degenerate to 
process or too ambiguous, etc. We have seen examples o( ID,teractive 
processing already (e.g. in the model of the translation process and alsp 
in the examples concerned with text-processing in the previous 
chapter). 

How, though, do the processe~ actually operate? 

I 

7.1.3 Five demons , : 
?: . I ; . 

In keeping with the requirement for models to be memorable, we shall 
make use of a model in which the processes of analysis shown in 
Figure 7.1 arc, rather charmingly, termed 'demons' - image, feature, 
cognitive, decision and supervisor - respectively. 6 Perhaps, too, it 
would be wise to reiterate the point we made about 'theories' and 
'models' in the first chapter (Chapter 1, Section 1.3.3). 

A theory is, as we insisted earlier, an explanation of a phenomenon, 
while a model is a physical embodiment of a theory. It is a tangible 
object which 'stands for' the theory and reveals the system inherent in 
the phenomenon by . analogy; suggesting that it is 'as if the 
phenomenon were as modelled., 

There is, again, no requirement for a model to be 'real' in the sense 
that it is to be thought of as actually' repli,ating all the features of the 
phenomenon itself, any more than one would expect a modet of 
Concorde to really fly at twice 'the speed of sound or to carry tiny 
passengers; all eating caviar and drinking champagne! · 

Equally, we hope that no one thinks that we genuinely believe that 
there are little demons inside our heads. What the modeJ does is to ask 
us to pretend that there · are such demons (and they have a very 
respectable lineage, being direct descendents of Maxwell's famous 
early nineteenth-century demon in physics) each charged with specific 
information-processing tasks and we are asked to do this rather than 
refer to 'sub-systems' or 'mechanisms' (both, we might note, also 
analogies) simply bccnusc it may be an amusing and memorable way of 
thinking about the process; no more than that, That said, we can 
continue. '\ ' 

The model suggests that five types of demon ~re required to carry 
out the following ~rations: m to convert the sensory. if!Ioln!ation 
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into an image, (2) to analyse images in tenns of their component 
features, (3) to gather bundles of featiires into coherent patterns, (4) to 
categorize patterns and assign them a non-ambiguous reference and 
(5) to co-ordinate these operations and facilitate them by drawing on 
information stored in the L TM. 

We shall look at the role of each demon in tum, rec~>gnizing, as we 
did above, that the model no longer requires us to think of the process 
as unidirectional or bottom;,,tip. On the contrary, by suggesting that 
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each demon writes his own analysis on some central blackboard, we 
can allow for cascaded processing where diff crcnt stages of analysis 
can overlap; the gathering of features into bundles which constitute 
patterns, for example, can begin while the analysis into features is ~t\\\ 
taking place. 

7.1.3. J bt1a}{e demon 
The image demon is charged with the task of converting stimuli 
received from the sensory systems - sight, hearing, touch, taste, smell 
- into images. This demon takes the incoming aggregate and converts 
it into a whole; an image. It records the image and transmits it to the 

next group of demons for further analysis. 
At this point our description is following rather closely the physical 

activities involved in visual percepti~n7 ; the physical stimuli carried by 
the light waves to the eye arc focused on the retina in the form of an 
image and it is this image, rather than the light waves themselves, 

which is passed along the optic nerve to the brain . 
The image <lemon has a job rather like that of a very junior lihrnry 

assistant who unpacks books and does no more than record the title of 
each book in a stock-control ledger. He has, assuming that the job is 
limited solely to this activity, no need to understand the meaning of the 
title of the book, merely to record that it has arrived and has that title. 
Next, that information is passed on to more senior staff in accessions 
who will catalogue it and arrange for it to be shelved appropriately and 

made available to readers. 

7. J.3.2 Feature demons 
These receive images from the image demon, scan them in order to 
ascertain the features they possess and, in the event that an image 
contains the feature assigned to a particular demon, the presence of 
the feature is signalled by that demon. Each demon is thought of as 
being responsible for and responding to a single feature and only 

responding if that feature is present. 
Once again, there is physiological and neurological evidence to 

support the notion of feature recognizing mechanisms (complex 
detector cells), located in the brain (in the visual cortex) which 
'recognize' lines, edges, slits, curves etc., and such cells appear to exist 
in the visual cortex of simpler organisms than human beings; frogs, for 

example.8 

At this point it becomes somewhat difficult to sustain the library 
analogy, unless we accept - merely to keep the analogy going - that 
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each worker l. ".. ,;b f . . . 
Cl .6 . . · J 0 contnbutmg a smglc element to the 

asst calton which th b k -11 fi 
reports that item c oo w1. ~ally ~ear and that each, as it were, 
of decid" to a more semor hbranan who has the responsibility 
model. mg on the correct class mark; the cognitive demons of our 

7.1.3.3 Cvgnilive demons 

~~~t a_s the feature de~ons were each responsible for the recognition of 
I esponsc to a smgle feature so too the cogn1"tt"v d I · d ' e emons on y 

~:co;rn1ze a~1. re:rond to. a sing~e pattern, i.e. a collection of feanires. 
. c cognmve emon ts envisaged as receiving an ima e d 

s1muhaneously, a record of the existence of fe·1tures an/ a? , 
parameters representing those features from th• fi • d codmg 
What the cognitive demon has to d, . c ca~ure emons. 

. . . . 0 ts to compare the image d · 
~;~\':~ls~11~~1i1:;:•:: WI.I~~ .t~1c pattern it. already possesses. The in:age a~hi~~~ 

, n ex1st111g pattern ts what will be passed on to th. fi . I 
processor; the decision demon. c n.1 

col~~:~o~~·~f ~:;~ i 11~~rol~gic~I evidence that there arc specialized 
. . n e v1sua cortex which have the task of pattern 

recogn1t10n, so there is, once again, physiolo rical su fi 
model _we arc presenting here and it seems obv~l~s th·1r~~~:na~; tl~c 
recognize patterns· do . • • a so 

. , gs recognize patterns of smells and bees 
recognize patterns of dance and act upon them in their h c. 
nectar We m f h" c. scare 1or , . . . en ion t is ior two reasons. First to make th . th 
hununaty is by no . . • e pomt at 

;~~1~1;)~\t1ce~~ing cxis~,c~~sisu;~~~:i~~dt~~s :~;!~i~g~
1;~·a~~~~~~~ t~c~~:!~ 

t e senses, there are patterns other than 1 · . . 
an~ \

1
ve_ sh

1
ould not lose sight of this fact, even if 0~~~~~~nfe:~~;i;: 

mam y m anguage. 
If we return to the Jibra I 

fairly senior lib ff ryhana ogy, we see the cognitive demons as 
. rary sta w o check the contributions made th 

cacalogumg by their juniors and come to a d . . . to . e 
classmark is ap · . fi . cc1s1on as to which 

particularly in ~h:~°!:
1

:t~ a ~i:p~t:~:t~~:~ t~i~~: s~::cr them, and 

:~~~1~~ recourse to the Deputy Librarian; in our mode~,r t~~a!~~~~~ 

7.1.J. -I Deduim demv11 

:he d~cision. demon has the responsibility of arbitratin b 
competmg chums for patterns suggested by the co ·1· d g ctween 
is a k" d f · . gn1 ive emons He 

m o very scmor hbrarian, a deputy who would normally ru~ the 

......... , 

Library but would, nevertheless, report to the chief librarian; the 
supervisor demon in our model. .~ : 11.· .• · •·· ' l ,:1 ! · ... 

I . '~ .. ' ; ' I !.t • ~.-
7.1. 3. 5 Supnvisordemon : · · •. •' ·: ;. 1- :,;· , i: 
It is the supervisor demon who has to cope with degenerate data, with 

• '• ' ' ' >1' I ' • 

images which contain too litt!e,:or '.too _much data"1Jo 'pennit 
unambiguous interpretation and anything which has defeated the rest i '. -' ..• ·• 1 · ... 
of the demons. 1 • 

To take up our library analogy agai,_ .. •n is the 
chief librarian. He understands the cataloguing. sys~ell?- perfectly, 
knows where every book should be on the ·shelves, can pro\iide a 
classmark for a title instantly and, conversely, if given a class~ark, can 
supply a title which would be either identical to or ,yirtually 
synonymous with the actual ti* of a publication. His role involves ~e 
accession of new books - the . ad~tion of new infonnation to the 
database - and the finding and issuing of books already in stock; the 
retrieval of information stored in long-term memory. . 

It is the supervisor who (1) controls the. initial filter, ensu~g that 
only relevant information is allowed ~ for processing, (2) ovenees the 
work of the feature, cognitive and decision demons and ensures that 
their analyses match up with the image passed on by the image demon, 
(3) stands between the pattern-recognition systems and the database of 
long-tenn memory and holds incoming data in the short-term 
information store, while deciding, on the basis of the analysis which 
has been carried out and also by reference to stored knowledge, 
whether it Is a) to "be passed on into the L TM for storage. or for 
restructuring and encoding for transmission as a message or whether it 
is b) to be erased from the 'blackboard, workbench of the STM :nd 
attention turned to new incoming inform~tion. · 

It is the supervisor who, unlike the other demons with thei~ specific 
tasks, limited capabilities and ·unidirectional processing,· constantly 
draws on prior knowledge and experience stored in the L TM in order 
to resolve problems of analysis arid to speed up solutions. He is, in the 
terms of our earlier discussion on the components of the working 
memory, the central executive. .. ' ' - '. · : , · 

I 

'1•· 

' . 

7.1.4 Summary 
I ''· 

,. :1 t l 

In this section:\ we have been outlining a relatively simple model of 
human information-processing; an integrated cascaded mechanism 
which operates both bottom-up and top-down to make sense "of 
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information and to prepare it for storage and recall. 
Thus. far we have concentrated on the description of the input 

systems whose task it is to 'transform "lower level" sensory representa­
tions into "higher level" conceptual representations~, W,hich are all of 
the same format regardless of the sensory modality from which they 
derive',9 i.e. the coding supplied with the image is essentially the same 
even though the original stimuli may have been from different senses. 
This iS crucially important for what' follows; without this common 
coding, it would be impossible for the central systems ~o compare and 
integrate data from different sensory sources. . 

The task which remains for the, rest of this chapter is to ask three 
key questions about the L TM: (1) What kind of knowledge is stored in 
it? (2).Hi>w iS knowledge stored iri ~t? (3) What htechanisms are there 
for giiining access to that knowledge? 

· 1n . ' the ' next .. section . we. 'shalt t examine ihe way concepts are 
constructed arid linkages createa ibetWeen them which permit the 
buildhig of organiZed 'packages' of ~aryiilg degrees of abstraction and 
generility. In other words~ we are !about to change the 'focus of our 
inv~stigati«;>n from the· input s}'steins and· data-driven bottom-up 
aiiiily5is,ifo 'the central 5ystelns'_ 6r•the LTM and concept-driven 
top-down 'processing.10 ! • · "' 11 :. 

~ I " i ' " " ' I ' ' ' . ; I : ; 

7 .~ 1 , Kiio~ledg~ , 
We brought up earlier (in Chapter 1, Sectiori 1.2.1) the distinction 
between two kinds of knowledge: (1) factual knowledge which we are 
aware of and which has come to us through our senses as against (2) 
procedural knowledge which is outside consciousness. The distinc­
tion can also be expressed in terms of (1) knowing that something is the 
case as against (2) knowing how to do something. Alternatively, the 
same distinction can be c:Xpressed in.terms of (1) knowledge which we 
can make declarations about (hence, 'declarative knowledge'), 'that is a 
cat'1 or •'"chat" is the translation of "cat" in French' as against (2) 
know1edge of a practical operational kind which we find hard to 
describe but easy to demonstrate, e.g. driving a car. ·' 

It wollld seem that doing a translation calls mainly upon procedural 
knpwledge, i.e. the translator just 'translates' without being able to say 
how or why. The whole aim of this book is, as we have frequently 
stated, to provide a means of converting the translator's individual, 
private, procedural knowledge into general, public, factual knowledge, 
i.e. to externalize the internal system by modelling it • · 

The fundamental question we now have to face is this: How is 

I ~ 
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knowledge (of either type) represented i~ the r:1ind? We ha~e to 

d ·b the 'cognitive arclutecture of memory, the attempt to escn e 
knowledge-store on which all else depends. . 
, We have, then, three major tasks in front o~us: (1) to consider h~:v 

, 'knowledge' is categorized; to show the relation hctwee1.1 the expc11-
• h f ti•ty or event and the concept(s) wluch represent 

r 
I 
' ! 

ence we ave o an en . . 
it in the mind; (2) to investigate the nature of the .conceptual ~ntnes 111 

the database - logical, lexical and encyclopcd1c. - and, gi~cn. our 
particular interests, concentrate on the encyclopcd1c; and ~3) mdic~tc 
ways in which concepts can be relate~ to fo~m; 'packages of va~m~ 
size complexity and degree of abstraction wluch allow memory to cope 
with actual events and use stored events as cues for later understand-

ing and action. 

7.2.1 Conceptual categories and entries 

The processes of perception, feature assignment, pattern recognition, 
coding and storage which we have been considering all d~pen<l on our 
ability to analyse images and to do this in a progressively abstract 

manner. h · 
Although it might, in principle, be possible to s~ore cae 1111.agc 

independently in the database, it seems far more plausible an~ efficient 
to suggest that the storage units of long-term memory arc 111 a form 
which is a great deal more abstract than the individ~al ima?c Ct.he 
'checking' of images and patterns against those already 111store1mphcs 

this), i.e. the concept. . . 
However, merely providing a term like 'concept' docs not, m 1tsclf, 

constitute a solution to the essential problem winch :aces anyone who 
attempts to explain how individual instances of experience can come to 
be grouped together in memory and treated as though .they were the 

e The paradox of t11c Greek philosopher who claimed that one 
sam . .fi h" . 
could not step into the same river twice typ1 es t is issue. 

Let us consider an apparently simple case: cats. In an ahsolute 
sense, every cat is different from every other cal and my own 
experience of cats different from the experiences of ~nyonc else. _I low 
then is it that there is substantial agreement on what is and what is ~ot 
a cat? Notice that we are not asking the related but diff ~rcnt quest~~n 
'what does the word "cat" mean?'; we already considered 

11
wo -

. S · 3 2) L nguage and thoug t are 
meaning in Chapter 3 (111 ection . . a . f 

I · h" · still a matter o intimately connected - the nature of the re ations ip is 
d. . · h th two and concentrate on 

debate - but we intend, here, to 1stingu1s e d the 
I . 1 ·ence throuah our senses an the physical entities w uc 1 we expert .., 
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abstract representation of those experiences and entities in the mind. 
The centrality of this issue can hardly be overstated. Without the 

ability to categorize and to build concepts which act as mental 
representations of experience we would not only be unable to 
recognize entities which were, for practical purposes, the same but we 
would be unable to decide what to do with the entities, since our 
previous experience would be of no apparent value to us, and we would 
find it virtually impossible to communicate, since we would have no 
common ground for sharing our experiences with others. On what 
basis, though, do we carry out this categorization? 

Categorization depends on the possession of shared features or 
attributes, some of which are essential defining properties and others 
additional non-essential but expected qualities. For example, to be a 
cat requires that the entity be a mammal, be within a particular height 
and weight range, have fur and retractable claws, etc., but not that it 
should have a particular disposition or be a particular colour; though 
some colours, like green, would not be included in the list of possibles. 
Such a listing of characteristics which can truthfully be stated of an 
entity - its class membership and attributes - built up by experience of 
actual examples of such entities has been termed a stereotype 11 and 
the process of recognizing an entity as belonging to a particular 
category is seen as one of matching the data available on the entity with 
the stored stereotype (much as we imagined the cognitive and decision 
demilns doing in our data-processing model). 

This brings us to a second issue; typicality. Given that entities can 
be b'Toupcd by means of stereotypes, there still remains the fact that 
some members of the grouping are thought of as being more typical 
than others. Some birds, for example, are thought of as more bird-like 
than others; the robin, thrush or blackbird seem closer to the 'ideal' 
bird than do hens, penguins or kiwis. The notion of such a typical ideal 
type - a prototype12 - stored in memory as part of the information 
associated with a concept goes some way to provide an answer to the 
problem of classes of entity where the boundaries are fuzzy rather than 
clear-cut. 13 

Armed with the notion of the conceptual category with its 
constituent stereotypical and prototypical information, we can move on• 
to a consideration of the way in which such categories are stored in 
memory. 

We have already suggested the idea of each concept having a 'label' 
or 'address' attached to it which allows the searcher to find the place in 
memory at which it is stored. The issue of how this is done is the ' '' 

,. ·~<II •fOoO~• '· ) 

of the last section of this chapter (Section 7.3}. What nefe::: to 
~~n;;: before that is to specify wh~t, exactly? ~ stored at each o ese 
locations. What do conceptual entnes co~tain. . . the 

Three sets of information seem e.s~ennali for virtually any en17, 
concept's ' ' · · 

(1) propositional form and c~aracteristics 
(2) linguistic form and function .a~d . , .. 
(3) class membership, characte11~fl~s, ~tc. . , · 1 

' , 

' ' 1" r.1d ' ' ' · thi kind· of three-10 The entries for most concepts w?uld conta~ . ~ . . ' , ' .. le 
. . · · ht lack one or, possibly, two .. for exam~, ' 
mformanon but some mtg tries under (3) and (2) but not (1 ); logical 
proper ~ame,s wd~u~dbuht~v~i~nplies' under (2) and (1) but not (3}. . 
connecnves an , , . . : . 

, I 

7.2.1.l Logical entries . . is a constituentl'4; the kinds of 
The logical forms of which the conceptd th kinds of 'predicate an 
argument(s) a pred~cate( fc~rt{~c n-:ths, Chapter 5, Section 
argument can go with c · , . · " , ; . 

5.3.1}. .; 1 · I "d e in support of the There seems to be some neuro ogica CV1 enc . . 

distinction between tfe kin~s of. item w~c?0 o:~~:~ ~~~:=~~~ items equivalent to closed lexical sets, ( p f . items equivalent 
items') - and those which have all thre~ ~es o :itryb } Certain kinds 
to 'open' lexical sets (nouns, verbs, ad1ecnves, a v~e~. as a result of 
of aphasia .;.. failure to handle language a~propbn th y. bili"ty of the 

b d' · · h d prectsely Y e ma · 
brain damage - can e lSdbnlgu~s,te while still retaining the ability 

ffi to cope with close c ass l ems, th 
su erer . 1 ts d this seems to indicate that e two 

:i~~s!o:; i~:::r:p:cr;:a~;~:pt :~311 from each other in some way in 

the neural system. 

~· } . ' I 

7.2:1.2 L~cal ~%e:mation: which is. likely to be relativ~ly stable 
This contams m . , • . about the natural language counter­
throughout a speech commuruty, h hich expresses it, syntactic 
part of the concep~; the word or P ~~l:gical form but not meaning 
category, phonological structure, grap d" " , , 

h' h as we shall see, is part of the encyclope tc entry. . 
w T1ch, dd SJ TIGER would P.ve access to a lexic~l enlf)' which 

c a re . ' Ii . . . formabon· . , . 
would contain af least the foll~\Vin~ ngutstic m . . · I .... , . 
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[ 

"tiger" '] . /'ta1~/ 
+Noun 
+ Count 
+ Animate 

-~ 

7.2.1.3 Encyclupedic entries 
These would contain, for each co~cept, a series of assumptions and 
generalizations based on experiences of it which, though gathered in 
time and space, have become 'context-free. Each would provide 
informatio~ about the class of entities to which the concept belongs, 
the characteristics it possesses, the objects or events which exemplify it 
and stereotypes and assumptions about the world needed to deal with 
new information, e.g. that PET includes CATS, DOGS, RAllUITS 
but ~ot TIGERS, ELEPHANTS ... 

Such entries are, typically, variable across individuals and time and 
open-ended in that they can be added to and are never complete, 
related to context, concerried with sjrnthetic truths (true by virtue of 
the nature of the world) and values and the representation of 
experience.16 Together, they constitute our encyclopedic knowledge 
'an overall model of the properties of the world'.17 

The address TIGER would give access to an encyclopedic entry 
which would contain, inter alia, the following semantic information: 

[

+ Animal l + stripes 
+ fierce 

. - domesticated 
etc. " 

In addition, and most significantly from our point of view, the 
encyclopedic entry would include the knowledge we have of the 
linguistic systems we have acquired, 18 including our knowledge of the 
sound and writing systems, the rules of syntax, the meanings of words 
a9d ~entences and the conventions for the appropriate use of this 
knowledge. . , . , 

Our own interest is in the encyclopedic and lexical entries but, since 
Chapter 3 was specifically concerned wit!1 wnrd-meaning (and 
sentence-meaning) and the particular focus cf t~e lexical entry is on 
the formal characteristics of words, we sha'· ::mk the rest of this 
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1' 
j section to an examination of the cncylopcdic aspects of memory; 
1 initially the encyclopedic entry itself, which contains all the salient 

semantic features of a concept (the class or classes to which it belongs, 
its characteristics - defining properties and c:xpected qualities - and 
instances drawn from personal experience which provide examples of 
it) -and, finally, to the ways in which encyclopedic entries can be 
combined together to create complexes of meaning and representa­
tions of memory, including the linguistic knowledge required for the 
creation of structured texts and discourse. 

7 .2.2 Encyclopedic entries 

So far we have been attempting to understand the nature of the 
individual concept but we must, of necessity, recognize that concepts 
arc not stored isolated from each other but in ordered sets, gro11pecl in 
particular ways and interconnected so that, through chains of linkages, 
each concept is ultimately connected to every other concept. For thb 
organization to work, each concept must be coded and assigned its 
proper place by reference to three pieces of information, three coding 
parameters: class, characteristic and example. Hence, following fairly 
generally accepted views in epistemology, 19 we sec that the concept 
has certain attributes. 

(a) It belongs to a class of concepts, e.g. TIGER is included in the 
larger class of concepts, ANIMAL, i.e. there is an isa relationship 
between the two: 'A tiger isa animal'; the concept TIGER is 
included within the generic concept ANIMAL. 

(b) It possesses certain characteristics, some shared with the largn 
class of which it is a member and some which distinguish it from 
other members of that class: 
(i) Properties which arc defining characteristics; certain prop­

erties it must possess. A tiger must have, as part of its 
make-up, legs, i.e. there is a has-as-parts relationship 
between the concept TIGER and the concept LEGS. We can 
say 'A tiger has legs' and, indeed, it is necessary for the tiger to 
have legs in order to be a tiger. Legs, like other properties, arc 
inalienable and the property relationship a polar one; all-or­
nonc; the animal either has or has not got legs. It is not a 
matter of degree. 

(ii) Qualities which, in contrast with properties, are ex'Pected 
attributes of a concept but are not defining characteristics e.g. 
one of the qualities we associate with tigers is fierceness; there 
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is an applies-to relationship between the concept TIGER 
and the concept FIERCE and we can say 'a tiger is fierce' 
or 'fierceness applies to the tiger'. A quality, in contrast with 
a property, is neither inalienable nor polar. It is alienable and 
variable; it is possible for a tiger to be (or to become) unfierce 
or more or less fierce, i.e. tigers are ranked on a fierceness 
scale; a continuum. 

(c) It supplies exi_unples of .itself which can be used to reify the 
concept; there 1s a second isa relationship (in which the isa should 
be read as 'is an. instan~e of) this time between the concept 
!IG~R a~d a? ~b1ect wh1~h I percei~e ~ith my senses. I can say 
th~t is a nger , 1.c. the ob1ect I am md1cating possesses on the 

basis of my previous experience of tigers, characteristic~ which 
~~~~E~~ to classify it as belonging within the class of concepts: 

We can list th< .·nships: 

isa 
(a) Class that 

(h) Proper~v a TIGER-
·.-parts 
-----LEGS 

(c) Quality a TIGER~---- ----FIERCE 

isa 
(d) Example that~----------- TIGER 

In (a) and (d) the direction of the arrow is significant. 
isa 

(a) 1hat----- (member of the class)------i~TIGER 

isa 
(d) that.-----(exampleofthc class)-----TIGER • 

In the . database, we envisage the conceptual information as being 
stored m some manner analogous to the illustration below: 

,\ 

.JlljU111U'Uoll, A.IH.1J~ "'•o .. "'"'·" .... ' ..J 

----'ap;..;p;..li_· e_s_-t_o __ . 1_, FIERCE 

that--i_sa _ __.~TJGER{ ' . :.:,: 

~-------------~•~LEGS 
has-as-parts '' · · · ·' · 1 

, 'l ' ~ ' i I 
1 i ~ ; • ' 

We further imagine the conceptual entries to be stored in the LTM in 
a way which not only provides linkages between them and their 
examples and characteristics but also cross-linkages not only such as 
those of inclusion (the isa relationship we have just exemplifi~d with 
TIGER and ANIMAL) but also overlap or partial synonomy (particu­
larly problematic issues which have atr::ady been discussed in Chapter 
3 Section 3.1.3 in our treatment of w~rd-meaning). 

Inclusion 

A rose is a kind of flower and a flower a kind of plant, i.e. the concept 
PLANT includes the ·concept FLOWER which itself includes the 

concept ROSE. 

Overlap, 
• ' ' j 

Divide 

Neither SHARE nor DMDE subsumes the other. While we could say 
'a rose is a kind offlo~er', we cannot 'Say i~ flower is a kind'of rose' but 
we can and mus~ say 'to share iS to1

divide''and 'to divide is to Share'. J . . I 

It may seem that there is an iriherent circularity in all this; _co~cepts 
are defined in terms of each other' and, ultimately, in terms of 
themselves! Equally, there is a substantial degree of overlap .between 
concepts and t1ils too suggest$ an unfortunate vagueness in the model. 

We would counter both of these criticisms by pointing to the fact 
that we are explicitlY ~eeking to show this kind of interco~ectedness 
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between. concepts and th~ ~ in whlch concepts can and do share 
some bf their chaiacteristic5 With other concepts. fudeed, it is this very 
fuzziness and overlap which allow's .. ~ to add new concepts to the 
database, to re-classify existing oneS, to make novel connections 
be~e~nr~oncepts; in short, to learii and to be creative.' 

Lest it be thought that the examples we have been giving are rather 
limited and trivial, let us take another and more complex concept -
~EER - and begin to show in Figure 7 .3 how it might be represented 
m memory.20 ·' '. ,! · 

Place ",;,, 

. ~ . ~r .;'· 
Establishment ,; I -----Business 

Pub . r i~ ._ ____ ...;...;; ___ Cafe 

isa 

isa 

!.---------Lager 

Beer -------- Fennenred 
grain 

isa Sols 
Anns 

---------~Beverage 

l. 
Noisy 

FIGURE 7 .3 ~ A schema for BEER 

I~ is clear f~oni. this that it will take. little m~r~ than the expansion of the 
relationship ~ai:kers (shown, in bold ih the figure) to convert such a 
d~spla~ int~;~?~ ,whi~ recordS actuiil e~nt5. This is preclSely what we 
propdse to Clo in Section 7.2.3. · · ' · 

I , ; .: '' ; ( t ' ' ' • , ' ' . ' ; ~ ·~ ' ' ; ! , 

7.2.3 S~h~~~· ·.I,:'. 
. ' 

We'made the point, as we summarized ihe data-processing model at 
the end of the previous ·section, that feature and pattern recognition 

f 

I 
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need to be constantly enriched by reference to relevant prior 
j' knowledge and experience as the organism attempts to 'make sense' of 

the incoming information. The time has now come to make ciq>licit 
I- what has, so far, only been hinted at: the nature of this prior knowledge 

and its structuring in memory. 
.To begin with, we should realize that there is ample evidence that 

human beings and animals possess or develop plans for coping with 
recurring sequences of actions (feeding, moving about, etc.) and that 
these plans are a response to the recognition that the actions, though 
'different' in an absolute sense from any which have gone before arc, 
for practical purposes, 'the same' and can, therefore, be treated in 
essentially the same way. The plans, which are the outcome of this 
realization, co-ordinate the information provided by the sensory 
systems with the appropriate motor movements and these develop into 
sensory motor plans or schemas. What we intend to do now is to 
extend this notion from the sensory-motor to other domains of activity 
and, in particular, to the cognitively demanding areas of coping with 
new experiences. 

The key notions in this are schemas, scripts, frames, all of which 
constitute' ... metaphors for the description of how knowledge of the 
world is organized in human memory, and also how it is activated in 
the process of discourse undcrstanding'21 and, while there is by 110 

means universal agreement on the way the terms arc to be used, 22 

there is substantial agreement that all arc involved in the storing of 
information; data structures representing stereotyped situatiom, 23 

global patterns of knowlcdgc24 or generalized events stored in 
situational memory. 25 

They can be seen as either static data storage structures each 
containing information about a single stereotyped topic or as more 
active mechanisms which facilitate 'the processes of retrieval and 
inference which manipulate the stored representations',26 but however 
they are interpreted they have a crucial role in 'relating new experience 
and knowledge to old in ways which reveal people's knowledge of 
recurring events' in which meanings arc related to each other through 
dependency networks (we shall illustrate this in figures 7.4 and 7.:i); 
the fundamental skill of seeing similarity in diversity (we have already 
seen this in action when we discussed text-processing in the previous 
chapter). 

We shall use schema as a generic term representing the range of 
organizations which consist of sets of 'mental representations ... which 
incorporate all the knowledge of a given type of object or event that we 
have acquired from past expcrience'27 and operate 'in a top-down 
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direction to help us int th b 
211 erprct c ottom-up flow of information from the world'. 

Schemas have been described as possessing five particular 
characteristics. 29 Schemas: 

·~L '·'1 
j~, i;lir.> -~ ·. - ''· ··:·--!:> .l ;,.,,_ ' ' .. . '-

and complex visual and intellectual knowledge; from rccognWlng 
letter-shapes to translating a sonnet; 

(2) arc often made up of smaller, more specific, sub-schemas _ 
scrip~s - whic~ constitute action stereotypes and provide pre­
esta~hshcd rounn~s for handling particular kinds of event e.g. 
cashmg a cheque m a bank, asking directions ... ; 

(3) can be linked to form larger units - memory organization 
pnck~ts: MOPs - which bring together common features between 
s~cmmgly. disparate events, which themselves depend on even 
h1ghc.r umts - th~matic organization points; TOPs - which 
co~tam abstr~ct pr~ncipl~s ('community ground rules' sec 2.1.3) 
which un?crhc social action, including communicationJo; 

(4) arc org;~mzcd (rather as we described the MOOD systems earlier) 
as a cham of slots for which fillers can be chosen, some with fixed 
c~mpulsory values and others with variable, optional values. In 
tlus, the schema can be compared not only with the individual 
enc:rclopedic _c?nccptual entry - with its obligatory properties and 
o~tional q~ah~1cs - but also with the syntactic structuring of the 
crnusc, which 1s also organized in terms of chain and choice. For 
example, the PICNIC schema has, as defining characteristics 
~lots for plac;, food, ycoplc, e~c: the first filled, of necessity, b; 
out of doors , + optional detail by the sea', 'in the mountains' 

etc., and so forth. Additionally, and the point is an important on:, 
there arc default values which suggest probable fillers if none is 
supplied, e.g. the 'food' slot, if not specified, has a default filler of 
the type 'sandwiches'. 

(5) :uc all en.gaged in the recognition and interpretation of new 
mfonnat1on. For example, reading a text which begins 'The 
~locks were striking .. .' brings the 'normal description' schema • 
mto play but the completing of the sentence with the word 
·_~!1irtccn' shifts us to the '(science) fiction' schema and prepares us 
. 
1or what is to follow (in Orwell's 1984). 

We_ clear(~ do not normally recollect individual concepts, however full 
their entnes, any more than we recollect individual words but whole 

events and series of events, much as we might recollect whole phrases, 
sentences or even whole texts. The unifying principle of the schema is 
of enormous value in helping , us to bridge the gap. between the 
processing and storage of small units of information - concepts -: and 
·' • "'"'

7 ·"r '~"'it!' and evf'!H" '''hi(+ · ·· ~-- ... ·~··· ·'-· ·· · :!"'·,.~ ' 11
··· have 

'', 

0 .. .;.l:i.lu11:. ~.i1 u..:ui .. ; l) ... . . if.. . , 
text and discourse structure and the problems they. pose. to~ the 
translator. We have n.ot, however, made clear what a schema 'is ;and 
how it works. What we shall do next is to give a very simplified example 
of a schema for an action and roµow this with a more comple~ o~e for 
an event. 

Before we continue we need to recognize that the examples we have 
given so far of conce~tual entries have been, in the main, c~ncep~ 
which refer to objects31 and have been displaying them alo~gwith ~eir 
attributes; in linguistic terms, essentially nouns and their associated 
adjectives. _ . 

If we wish, as we do, to go on to consider relations between concepts 
such as these and the events in which they are participants and to set 
events within the circumstances of space and time within which they 
arc located we have to provide at least one example of an encyclopedic 
entry for 'a relationship between concepts; a process (again, in 
simplistic linguistic terms, a verb). . . 

We propose to display the script for a parn~ular event ~1gure 7:(5) 
and this will require, inter alia, the representabon of a parncular actton: 
SPILL. In preparation for this, we shall present the schema for the 
process SPILL in.Figure 7.4.32 

• • •• 

The major requirement on a schema is that 1t should make exphc~t 
what the user of the concept implicitly knows about the concept. "In this 
case, the schema must provide a comprehensive answer to the 
question: 'What does SPILL mean?' This requires answers to at least 
three specific questions: (1) what Agents are involved in the process 
and what defining characteristics must they have? (must they be 
animate and, if so, human?), (2) what Goals (recipients) of the process 
are involved and what characteristics must they have? (animate ... ?) 
and (3) what temporal, spatial and manner circumstances are 
involved? Adequate answers to these questions should specify the 
schema for SPILL and from our point of view, make it that much , . 
easier to present a fragment of database containing the representauon 
of a particula~ event. · · · ·: · 

A further initial point needs to be made about the ~1sp~ay. The 
schema has, because of the constraints put on commurucatton by a 
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I "I 
(written) tex4 ·had to be · r'Wized ·by ~words but it is our intention that 
they I WOWd lbe read as. Concepts rather . than. WOrds. and the Whole 
ensemble be read as a prriposition rather than a sentence. The sentence 
is, after all, 'Someone spilled something (somewhere)' \~hich does not 
tell us a great deal. But the implications are much more revealing; 
someone (probably human) made a liquid move from a container to a 
non-container unintentionally. Thdack of volition is crucial, other-
wise we merely have pouring:··!· r,.p;; " ' . 

'.I" 
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SPILL 
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is when 

.,. 
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AGENT 
(animate) 

.,,. MOVE 
: (material process) 

,, 
.

' ~.---------•~ UNINTENTIONALLY r (manner) 

. • ! MASS ----~-ro_m_~_. __ CON:rAINER 
(goal) (place) 

"l 
NON-CONTAINER 

(place) 

FIGURE 7 .4 A schema for SPILL 

This takes us beyond mere class-membership, the statement of 
characteristics or the indication of exemplification - signalled by the 
relationship markers from the isa, has-as-part and ~pplies-to we 
used earlier - to statements of relationship which, by virtue of being 
propositional in fonn, give us access to the whole network of options 
available to us in the grammar. We can now; in principle at least, 
display any relationship and express . that relationship by means of a 
huge array of natural language forms. We are close to being able to 
reveal the semantic representation of two brief sentences and so find 
ourselves on the threshoid of being able to array the underlying 
universal structure of texts, irrespective of the language in whic\l they 
are realized; a crucial goal for the translator and for our intention to 
describe and explain the nature of the translation process. 
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Let us show how an extremely trivial event might be recorded in the 
database of the L TM. Herc is a text which describes what happened: 

Roger bought Alex a pint of beer at the Sols Arms 
yesterday and spilled his own whisky on the floor. 

isa isa 
CUSTOMER---- PERSON ---------ROGER 

ls11 l ( :l!.!Clll) 

I
ALEX 
(client) 

-----BEER 4-----i 

(goal) 

1 isa .__ ___ PUB ---SOLS ARMS--- FLOOR 

(plfe) 
(sp<1ce) 

NOISY 

FIGURE 7.5 A schema for an event 

Naturally, this could be extended to provide greater detail (BEER and 
WHISKY could be extended as BEER was in the previous section, 
etc.) or more events could be linked to this one but it is hoped that this 
very simple story of a minor catastrophe will make the point. 

We have intentionally referred to the schema (Figure 7.5) as a 'story' 
and we have done that for two reasons: (1) texts and evcllls both consist 
of organizations of concepts and (2) both are examples of entities 
which arc, in an absolute sense, always unique but, in a practical sense, 
groupable into types or genre. 

Because of this, the event and the text not only provide data for 
analysis but, once recognized as tokens or exemplars of a particular type, 
facilitate that analysis and serve as guides for future action, including -
and this is extremely pertinent to our own interests - the comprehen­
sion and creation of written texts. 
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questions: 'How arc conceptual categories ~~~~~~d·;nd,h .... J ~· ui.: 

~e.pres~nted in. the mind?' In answer, we have pointed to th:;i;~~c~:! 
em:ecn ;vo kinds. o~knowledge - the factual and the procedural - and 

conrmuc by bmldmg up the notion of concepts consistin of 
stc~eotypc and prototype information both of which . . g 
lexical cn1ries - IObrical lexical and I d. arc stored m the 
address for the concept.' . cncyc ope tc - located at the 

':.Ve particularly concentrated on the encyclo cdic cnt . 
ePtry was dealt with in som d t .1 . CI P , ry (the lcx1cal 

c c at 111 1apter 3) smc . ti . 
such fundamental inform·ttion h I , e mt contams 

. . • as t c c ass-membership f h concept, the properties and q 1· . . . o t c 
l .. . • ua ltlcs It possesses nnd cxa I f · 
'mally' in order to extend the dcscri . b . • m~ cs o It. 

concept we introduced th . f th ptlon cyond the mdividual 
' e notion o e schcm I · h . 

systematic collection of knowledge wh· ·h b . aw uc consists of a 
available information on a p ti" 1 IC nngs together all the 

. ar cu ar concept The h d 
associated larger and smaller . . . sc ema, an 
cognition both as a • rou~mgs, has. a crucial function in 
disparate items of info:e:~~ o Jtonng and m~crrcla~ing otherwise 

;awd when tc looked at t:X:s~ t~:; ~~a~lso~i~:~f~~~;~; :~~~~a~: 
un amcnt;i ~o an understanding of both reading and writi r 

' What remams to be done is to consider how the kinds of ;;t.r1"es {or 
memory tr·1ces') ti t . I · . 

' 13 .trc to JC found Ill the I TM 
recalled for use Tl · . ·. h , arc stored and 

. us is t c purpose of the next, and final, section. 

7 .3 Memory systems 

In terms of our library analogy for memo we h . . 
tht: way new books arc dealt with and ~~' ~e been descnbmg 
analobry, to describe {a) how ti ·h I . . v nee , to continue the 
b k lC s c ves arc arranged ·ind {b) ho th 
oo s arc organized on them· to disti . h fi • w c 

content and describe the c ; I . ngu1s two undamcntal kinds of 
which permits the accessio: ::gunc111~ stiystem _(an addressing system) 
. ti . w 111 ormat1on and the rct · I f 
m ormauon stored in the database. neva o 

We make no apolobry for continuing with the libra an • 
oth.::r than from the mind itself - fro th I ry alogy. Where, 
-would such a categorization come~ mW e konhg.-term memory database 
h · c as t 1s to make th · th 

t e catalogue and the library itself are both human rff: e po111t at 
handle information - the acquisition f kn a I acts created to 
the retrieval of stored . ti . o new owlcdge, its storage and 

m ormauon - and, as such, might be properly 

• I 

r 

,, " 

Libraries exist to SlOfC llliOffitiiUUU 4u..l '"·-·• v•-"u"'. 

cataloguing sYStems to provide access to encyclopedic knowledge 
which is located at some distance from the catalogue itself. Is this not 
very similar to what we have been saying about human info~ation 
processing? Not only does the catalogue serve to provide access to,. the 
database (i.e. it is an addressikg system; see 7 .3 .2 for this tenn), it also 
consists of a code which provides the means for classifying, 
representing and organizing knowledge in an orderly and consistent 
manner. Not that this in any way implies the existence !lf a single 
perfect cataloguing system or a universal organization of the LTM 
database. · ' ' ' 

We have three tasks in this section: (1) to outline the nature of two 
types of memory (episodic and conceptual) , (2) to provide a specification 
of the addressing system so as to show how data is coded for insertion 
into the database (the coding is, of course, crucial to the retrieval of the 
data at a later point) and (3) to draw the section to a .close by 
considering the mechanisms which permit stored data to be output 
from the database. · · ' 

7.3.1 Episodic and conceptual memory 

As a preliminary to our consideration of the structure and function of 
the L TM, we must first distinguish two radically different types of 
memory33

; episodic and conceptua134
: 

7. 3.1.1 Episodic memory 
This is a memory for events which contains 'the records of one's own 
experiences ("what happened to me")'35; experiences which have 
occurred in time and space, i.e. they are specific and context-l?ound. 

We imagine such episodes to be stored together with addresses (see 
7.3.2 on addressing systems); tags, labels or headings (in principle, 
smells, tastes, colours, sounds, etc.) which give access to the 
information stored about them and specify the situation - time, place, 
participants - in which they occurred (we gave a schematic representa-
tion of such an event in Section 7.2.3). · · 

Presumably, all experiences are initially stored (if at all) in episodic 
memory but ~ery few indeed seem to be recalled in their entirety. Most 
either fade away completely or are merged with memories of similar 
events - a point which, as we saw in Section 7 .2, is of the greatest 
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'· 
• . ,J· ( . . 
unportance m our search to understand how memory and comprehen-
sion work.-. though a few do survive to provide the totil, recall of an 
event; · a flash· of recollection which cari, it seems, be triggered by 
virtually any sensory stimulus ('flashbuib memories').36 \, 

If:' 

7.3.1.2 Conceptual memory .. 
This (also. kiiown as 'semantic memory'. or 'reference memory') is, in 
contrast with epiSodic memory, a memoryfoi: meanings which 'reflects 
the inhe~~itt patterns .of the. o~tlori of knowledge e.g. the 

' • j • ' '• 1 t • 

structures of events and situations ("what lS true about the World and 
how it all fi~ together")'.37• · · · ' , , , . . I• 

Each unit of this knowledge is stored m the form of a concept and is 
accessed through the same 'conceptilal address'.38 This provides the 
accesS point to the, series of entries for e~ch concept - logical, lexical 
and encyclopedtc - which we discussed in Section 7.2. 

! ~ I ' , .' <' , , . I. ; • ,'. . . ,. 
7.3.2 Addressing systems · 

' Whether die information stored in memory is located in the episodic or 
the concepti.ial memory, some means has to exist f9r accessing that 
information. We have hinted already at what this might be in our 
discussion in the previous · section · where we indicated that the 
incoming data consisted not only of an image but also of a coding; in 
computer foinis an addressfug system, i.e. 'a system for labelling and 
referring to i:he locations (or registers) in which information is 
stored'.39 · 

In more commonplace terms, we can model the system on a 
telephone exchange which, on receipt of a number, will make the 
connection between the caller and the subscriber whose number has 
been dialle~. . . , . 

We might exemplify this by analysing roman numerals in terms of 
the . possesiion .. or lack of four. significant ·features: vertical line, 
horizontal line, curve, 'vee' and code accordingly: 

·j·jJr . 
I 1000 1";" one vertical 
V q<HO ,= one 'vee' 
X 0020 = two 'vees' 

. •· 

D 100 L=: J>De vertical + one curve 
C 0001 !'ff' o~e curve 
L 1100 ;=j one vertical + one horizontal 
M 2010 1"7' two verticals + one 'vee' 

lnfon11atio11, k11omledge and memory• 257 

More complex images would merely need longer codings to access 
them. The problem is, in principle, not much greater than that faced 
when attempting to make a dialled international telephone call. For 
example, to call a subscriber on a particular Paris number, from 
Britain, requires fourteen digits: 

010 + 33 + I + 4564 + 2222 

This presents no great difficulty to us and the human brain is by no 
means such a simple device as even the most complex telephone 
exchange. 

We imagine the input of information, then, to take the form (after 
the analysis and coding described in Section 7.1) of 'calling up' the 
appropriate area of the database - collections of conceptual entries -
by means of the kind of coding outlined above, and the integration of 
the 'new' with the 'old' as part of the conceptual unit (sec Section 7 .2) 
of which it fom1s a part. 

What we shall do next is to illustrate the way we may interrogate the 
database in order to recall information. 

While it might appear that information retrieval is simply a mirror 
image of the input processes, a little thought will show that this is not 
the case. In our earlier discussion of feature and pattern recognition, 
we suggested several times that part of the role of tlle supervisor 
demon was to compare the image he had received from the earlier 
stages of analysis with representations of images already in store in 
order to discover whether the new image counted as a further example 
of one already in the database. If it is, it can be integrated as an 
additional token of an existing type. 40 If not, it must be recognized as 
genuinely new and integrated with what is already recorded in the 
'encyclopedia' of the database in terms of its relationship with concepts 
already present. 

Our library analogy will, once again, serve to model the retrieval of 
information. 

The efficient user of a library, seeking information stored in it, will 
immediately make use of the catalogue to gain access to the data 
required. Three routes are very commonly available: 

1. Author's name 
2. Title of publication 
3. Classmark of publication 
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Using the author's name as the cue, the reader will be provided with a 
complete listing of all the publications by that author held by the 
library and, conversely, the use of the title provides a listing of all the 
publications with that title, irrespective of the author. The use of the 
ch1ssmark, on the other hand, provides more global information, i.e. a 
listing of all publications on a particular topic. 

Naturally, each display gives all three types of information - author, 
title and classmark - whichever is used for access. Traditionally, such 
information was displayed on an individual catalogue card but, 
increasingly today, computers arc used to supply the database and to 
lisr the requested information on the screen of a VDU. 

We would suggest that a computerized catalogue of this type 
provides us with a very convenient model for the LTM; both the 
dat;;base itself and the accessing systems which allow us to retrieve the 
inl~mnation stored in it. 

7.3 .3 Rcenll from memory 

We arc taking up the information at the point at which it has already 
been passed through the SIS and the STM, broken down into its 
constituent fcanires, had a pattern or patterns suggested for it and a 
coding attached to it and is now in the hands of the supervisor - the 
central executive - for further treatment. 

Let us suppose that we are trying to recall a piece of information. 
We can imagine putting a question to ourselves, e.g. 'What is the name 
of lhe aut!wr of War and Peace?' or 'What is the telephone number of 
enquiries at Euston Station?' or 'What is the recipe for Prawn Samba!?' 
or 'What docs "yawl" mean?' or whatever. 

We shall present an algorithm of the process as we see it (Figure 
7.6), listing the three stages and the steps within the stages and making 
a small number of comments on them. 

1.3.3. l Stage 1: pre-processing the question 
Having, so to speak, asked ourselves the question, the next stage in the • 
search is to probe the semantic and pragmatic status of the question; to 
seek, at these levels, the kind of meaningful patterning we discussed 
earlier. 

Four steps - each enquiries about aspects of the question -
constitute this first, preliminary stage and failure leads either to the I 
abandonment of the task or, given sufficient motivation, a further I 
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QUESTION 
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data 

Display 
data · 
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cue 1 

Refonn'ulate 
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STOP 

FIGURE 7 .6 Recalling informatioll 

round of attempting to 'make sense' of the question. W~ m~y qeed to 
I• ,-1 • ' 1· j· ti• 

ask: ·· · 

(a) does the question make .~ense? It may be chaotic,; de~ded or 
ambiguous because it con~s: , :"" 

(i) i11sufficient organiuti~; the . form of the qu~s~on may !~ 
inadequate; parts of ~e signal may be JDISSlllg and 
message therefore difficult to decode. just ~ow ~uch and 
how much of what is. '1)issing is the crucial fa~or here; 
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. '.ll' .: ,:1 
som~. 'gaps' can be 'filled' bJ)nference (roni what is there 
(see Chapter 6, Section 6.2). '.' . 

(ti) eompdingorganization: here we .. ~e faced by ambiguity, i.e .. too 
' much oi'ganization, which provides more than ohe plausible 

interpretation. Resolution 9f the ambiguity hinges, once 
again, on 'filling in the gaps' bi.it not gaps of a lingilistic type -
building on the co-text of the.forms given - but of a situational 
kind· the context of the conimunication. (We have been . . 
concerned with language in context on a great many occasions 
in the preceding chapters, particularly in Chapter 5.) 

(iii) organization without meaning: in this case the question may 
~onttln lexical items which are unknown, either 'new' to us or 
'old' items with 'new' meanings. Again the strategy of 
guessing on the basis of previous experience may resolve the 

problem for us. . . 
(iv) impossible organizations: finally, we may be faced by a p1~ce of 

language which.is perfectly we.II organized (is 'gra?1mattcal'), 
contains items which are noririal and comprehensible but, as 
an ensemble, creates a meaningless message, e.g. Chomsky's 
famhus 'colorless green ideas'. ~entence. If y;e were told that 
the ~entence came from a poem (rather than from a book on 
linguistics), we would probably ~ontinue to puzzle at it, findi~g 
metaphors and images and thus make sense of it; once agam, 
drawing on previous experiencf to resolve difficulties. 

Assuming that the question has passed this first test - it 'makes sense' 
- perhaps after repeated attempts at analysis, we move on to the next 
question; the legitimacy of the question itsel( 

(b) Is it legitimate? The question may be w~ll-form~d gramma.tically, 
non-ambiguous but still be unreasonable. We migh~ be aski?g for 
infomlation which not only does not but cannot exist, e.g. What 
was Henry VIII's telephone numb~r?' The~e is no point sea~ching 
. our memories for the answer to this question. It cannot be 10 any 
·databa5e and so the question is, literally, unanswerable. 

(c) IJ> it answerable? If we ask the same question a~ut H.G.We~' 
telephone number, we·· may suspect that, unlike the earlier 
question, it is answerable. Telephones did exist when Wells was 
alive and it does not seem unreaSonable to suppose that he had.one 
and therefore, a telephone number. The information must exist 
som'ewhere but probably not in our own database. To find the 
answer; we would need to read biographies of Wells and his 

J. 

i 
I 
I 

1· 
i. 

/11fom1ation, kn01vledge a11d memory 261 

friends; a considerable expenditure of energy on our part. This 
brings us to the last of this set of preliminary steps in information 
retrieval. 

(d) Is it worth the effort? It all depends on why we have asked the 
question in the first place. Unless, for example we were contestants 
on Mastermind, and had decided to offer as our Specialist Subject 
'The Life and Writings of H.G. Wells', we might well consider it 
not worth the effort. Suppose, though, that the question was 'What 
is the telephone number of flight enquiries at London Airport?' 
and we needed to confirm that the flight bringing an important 
visitor was on schedule. In such a case, the effort - large or small 
- would be worth while and we might begin a search of our own 
memories to try to locate the number. One result of this search 
could well be the response 'check in another database'. After all 
part of the encyclopedic knowledge we possess is the knowledge of 
the existence of other databases and the means of accessing them. 
In simple terms, we can answer this question by reference to the 
appropriate telephone directory. 

Assuming that the question passes all four of these preliminary probes, 
we can move on to the second stage of the search; the reformulation of 
the question. 

7.3.3.2 Stage 2: accessing the database 
The question - now judged to be meaningful, legitimate, answerable 
and worth while - has next to be put to the database but in a form 
which will 'unlock' the appropriate areas for our inspection. 

As before, there appear to be four steps involved at this stage but, 
unlike those of the first stage, they appear to be best formulated as 
instructions rather than questions: 

(a) Reformulate the question. The actual grammatical realization of 
the question is reduced to its logical form (i.e. to propositional 
form; sec 3.3.2 on this). This is particularly important as a process 
for locating the key words42 or cues which are realizations of the 
key concepts of the question. 

(b) Select cue. The 'key', a word, a phrase, a mnemonic, a number, 
a classmark ... (for example, 'alphabet') 'calls up' for scrutiny an 
area of the database. 

(c) Display data. The cue calls up a display of the information we 
are seeking; rather as a combination lock will unlock a safe or an 

.. 1 

!·: 
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appropriate symbol in a computerized catalogue system will display 
information on the screen. We can envisage the display as taking the 
form of a concept with its characteristics - properties and qualities 
-· and examples thus: 

isa 
order ---------A - Z 

applies-to l l isa 

roman-------ALPHABET------... Jetters 
isa has-as-parts 

(d) Scan data. The displayed data is scanned to discover if it contains 
the answer to the question. This brings us to the final stage of the 
:'rocess; a series of up to five further questions which, it will be 
seen, arc recursive i.e. they can be asked again and again, until the 
answer is found or the search is abandoned. 

7.3 3.3 Stage 3:ji11di11g the tlllSJIJer 

We shall work through the steps involved in this final stage by tracing 
the process which results in a successful first answer to the question 
and the route which has to be taken when, for some reason, the 
displayed da1a docs not provide nn ndcquntc answer. 

:1 
I 
I 

i 
i 
I 
I 

i 
I 
! 

l 
I 
I 

i 
I 
I 
I 

(a) Is the answer in the display? if it is, the answer is accepted and I 
the process comes to an end passing through stages b) and c): ! 

(b) Is this answer I; is the answer the result of the first run through of 1
1 the search pattern? If so, a decision is made next on checking it. 

(c) Should the answer be checked? if not, the process ends. If, i 
however, it is decided that the answer should be checked, the :j 
question needs to be reformulated. This entails finding an 

1

• 
alternative cue and running through the procedure a second 
time, i.e. a return to stage 2. Clearly, this loop can be activated ·,1 

as many times as the questioner sees fit. Assuming that the new 
cue has called up and displayed new data, the answer is no longer • 
'answer l' but a subsequent answer which must be matched with lj 

it in the next step. 
(d) Does this answer match the first? If it does, the answer is 

accepted and, as above, the process ends. If, on the other hand, ·I 
there is a mismatch or if the answer had not been found first time I 

~. 
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round a decision must be made on whether to continue.' 1j,h: · 
(e) Continue the search? the process can be stopped at this point or 

continued by refonnulating the question in the way 'described 
aboveatstep(c). .,.. "· .Ir .. •;.'•·:· 

.. 1 : .... , ' '· " i :. : 
The model has important implications for understanding the question­
ing procedures involved in translation and would presumably.(~ sotrte 
fonn) occur as part of any interactive computer-assisted translation 
package (see Chapter 2, Section 2.1.2 on expert systems) .. :: .. 1· 

; I ' ' • ~ . [ 

'. .. ' •·I, 
7.3.4 Summary 11 . .., . 11 • 

We have now reached the end of our discussion of the L TM, i.e .. we 
have sketched out some of the characteristics of a model of long-tenn 
memory. A major distinction has been made between central systems on 
the one hand (the subject. of the previous section in which the 
representation of knowledge was described) - the storage ofcontext­
bound infonnation in the episodic memory and the. storage of 
context-free infonnation in the conceptual memory- and input systems on 
the other; the input-output system which provides the cod~d data 

· which gives us access to the database of the L TM and allo\vs us to 
both add new data to the store and recall existing infonnation from it. 
In addition, we have shown how. we imagine accessing the database 
might be achieved. •' ,, 

, I 

' lo I ', ~ , I ' 
'.J,, ,. ,,, 

7.4 ConClusion 
Ii ~ 'i i I I t ' ; J • 1 ; I 4 ! i . • I ; :" I " ti 11 

, 

In this chapter, we have devel~ped a progressively more sophisticated 
model of human infonnation-process~g,, starting in Section 7.1, 
where we introduced a first approximation ~o a model which. was, at 
least_ at first, bottom-up and data-driven and focused on feature 
analysis; essentially, unidirectional in operation. · 

This was modified by bringing in and combining with it a top-down, 
concept-driven approach which began with assumptions and plans and 
applied them, as appropriate, to the analysis and comprehension of 
data. . ·~ . . · , 1 • . ' 

The combination of the twP approaches carried .. with , it the 
implication that processing coul~ pot be uni~irectional but m~t tie at 
least parallel 'Vfth all levels and both directions of processing being . 
carried out simulfalleously. , .. , . 

Within the model, we distipgui$,e~ slt!>l17 fr~~ lo!Jg-te~ memory 
and indicated the importance . of the worltjng memory; (within the 

... 
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' 'I'' I STM) a5 the,locus ofailalysiS .. : .. 1.u~r 1! 1 . · 

' 'The second section of the Chapter continued with an investigation of 
aspects of the L TM; the representiitfon and storage of knowledge. 
This allowed a brief development of the notion of inforwation storage 
from the individual concept - with three distinguishable types of entry 
at each address; logical, lexical and encyclopedic - to progressively 
larger units: including schemas which· consist of useabie 'packets' of 
information· made up of networks of concepts. 

In the third section, we shifted our attention away from the structure 
of the knowledge stored in the L TM - the topic of the previous section 
- to the· central processing systems of the L TM, distinguished episodic 
from concepttial memory, described the addressing systems by means of 
which access' is gained to the database of the L TM and outlined a 
procedure for,recalling infonnation from' memory. 

It ought not, or so we hope, to be ,necessary to jusdfy a chapter of 
this length in a book on \translation!• If; however, a justification is 
needed, the following wouid seem to serve, well: ' i; ' 
I nt"i:!'.lil ;11 ., :i;,1 A·1 ."" 
•: 11 The mechanisms responsible '"j:, •' 
I I' for our under5tanding of the '! ;. " '' ' 
, ! · !1 printed and spoken lariguage>:i11I• · 

• , j, are very closely related to , ; i'i: 
the mechanisms of perception . 
and pattern recognition ... And, · 
as· in perceptual processing, we 
find that language is analyzed 
by a combination of data-driven, 

: bottom-up mechanisms and : ii· 
conceptually driven, top-down · · 

• niechanisms.42 ' · · · · 1 

j. i, . 

I 
"l'it l '. 

.. : •t 

,~, I 1•.. i ,.~ · · 

Notes;:.,d .: : ,; · 
i. Sc~' Aitkcnhead and Slack (1987); Bransford (1979), Smyth ti al. 

' (1987), for convenient introductions. -
2. :See;'for example, Vernon, 1963; 117ff. 
3. :Miller, 1956. · ., ; ! ' 
4. See Cohen ti al., 1986, 66-75, where a 'primary acoustic store' is 

added to the list, and Smyth tt al., 1987, 134-41. 
5; Sbck, 1987, 10-13. • •: 11• . 
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6. This is a modification of the model presented in Lindsay and 
Norman, 1977, 259-94. Our main modification to their model is 
that we have merged the function of their specialist demons wirh 
that of the supervisor. 

7. Gregory, 1977, 49ff. 
2. See Lindsay and Norman, op. cit., 192-5 on this. 
9. Sperber and Wilson, 1986, 72. 

10. Slack, op. cit., 1987 ., 19-23. 
11. Lindsay and Norman, op. cit., 622-6. 
12. Roth, op. cit., 55-61. 

I 13. Labov, 1973. 

1 
14. Sperber and Wilson, op. cit., 89. 

I 15. See Berndt et al., 1983, 16f. and Aitchison, 1987, 104-6 for a 

I 
discussion of this. 

16. Sperber and Wilson, op. cit., 89. 
i 17. Arbib, 1970, 335. 

18. Some linguists (e.g Sperber and Wilson, op. cit.) would be more 
likely to locate this kind of knowledge in the lexical entries. 

19. We are following Lindsay and Norman's conventions (1977, 
381-93); see Section 2 of the Appendix. 

20. We have based this on a similar display in Lindsay and Norman, 
op. cit., 398. 

21. Brown and Yule, 1983, 238. 
22. Anderson, 1977; Charniak, 1975, 42; van Dijk, 1981, 141. 
23. Brown and Yule, ibid. 
24. de Beaugrande and Dressler, 90f. 
25. Schank, 1985, 230f. 
26. Hayes, 1979. 
27. Cohen ct al., op. cit., 26. 
28. ibid. 
29. Cohen, op. cit., 27. 
30. Smyth, op. cit., 190-3. 
31. The first of the 'primary concepts' in de Ueaugrandc and 

Dressler's list (op. cit., 95-7). 
32. This is based on that given hy Rumclhart and Ortony (1977) for 

BREAK hut modified to fit the grammatical model we used in 

Part 2. 
33. Noordman-Vonk, op. cit., lf. Some, for example Schank (1985), 

would distinguish more than two. 
34. Or 'semantic'; we follow de Beaugrande and Dressler, 1981, 89 in 

using 'conceptual'. 
35. de Beaugrande and Dressler, ibid. 
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36. Sec Cohen et al., op. cit., 1986, 49. 
37. ibid. 
38. See Sperber and Wilson, 1986, 83-93 on this. 
39. Lyons, 1970, 316 
40. See Hormann, 1971, 93ff. for discussion of this distinction which 

can be traced back to William James in the 1890s. 
41. Williams, R., 1976. 
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8 Envoi 

Concluding a book on translation is probably impossible. After seven 
chapters, we have · only managed · to produce a kind of rough 
sketch-map of the terrain which needs to be explored an~ are very 
conscious of the way (to continue the metaphor) we have at times 
skirted round obstacles and settled for what seemed to be. an easier 
route. Really dependable information on the process of translation will, 
in our opinion, only become available as translators themselve~ become 
more aware of how they do translating and become more skilled at 
explaining and sharing that experience. One way of making this 
happen might be, as we suggested earlier (in Chapter 2, Section 2.1. l ), 
to build diary studies and protocol analysis into translator-training 
programmes and ior professional translators to monitor themselves in 
the same way; a procedure which cannot but be of practical usefulness 
to the practising translator. · 

Linguistics too must stand to benefit from becoming seriously 
involved in the explanation of µ-anslation within the frame~ork of a · .. : , :. · 
broad-based applied linguistics. Iitstead of the lack of interest and, at ~·, ,.~ 
times, even hostility which has marked relations between linguistics 
and translation theory in the past, we are optimistic that the century 
will close with increasing numbers of insights being shared on both 
sides; providing translation theory with a firm intellectual base, giving 
the translator and translator-trainer a body of knowledge and skills on 
which to draw in their work and forcing linguistics to test out theory in 
the most challenging context' imaginable. Nothing can be lost in 
communication and co-operation.' Everything is to be gained by it. . 
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Appendix 

The purpose of this appendix is to provide outlines of the two 
analytical systems we use in the text which will help with the reading of 
the main text: ( 1) a very brief outline of the mechanics of analysis using 
a systemic model of English grammar which focuses on the examples 
and analyses in the main body of the text and (2) an outline of the 
logical relationships between concepts which is used in the specifica­
tion of knowledge in the L TM and the display of schemas. 

We hope, in this way, to avoid cluttering the text with information 
which the reader may already possess (and, perhaps, in a more 
sophisticated form) or may well not need. 

The order of presentation follows t11at of the appearance of issues 
in the original text. 

1 Systemic grammar 

1.1 Assumptions 

The two fundamental notions underlying the analysis of texts in terms 
of MOOD options arc 

I. 

2. 

Rank scale. A hierarchical scale of forms - running from se11te11re to 
clause to phrase to mord to morpheme - which permits the levels of 
structure of the clause to be, as it were, stripped off layer by layer. 
Chai11 a11d choice (alternatively, fu11ctio11 versus fom1, slot versus 
filler, ~}'lltagmatic versus paradigmatic); the syntagmatic sequence of 
clause (Subject Predicator Object) and phrase structures (modifier 
head qualifier, etc.) and the paradigmatic choices which realize 
each place in the chain (Noun, Adjective, Adverbial, Prepositional 
and Verb Phrase and determiner, noun, transitive verb, etc.). 
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The tree for the dog bit the man (in Chapter 2, Section 2.2.2) 

might be re;1d: 

CL 

N~P 
A I A 

m h mv m h 

I I I I I 
d n ~ d n 

I I I I I 
tl:e dog bit the man 

There is a senlence consisting of a single clause. This clause has the 
structure Subject Predicator Object. These 'functional slots' are 
'filled' by phrases; noun phrase, verb phrase and noun phrase, 
respectively. Each of these has its own structure; modifier + head in 
the case of the nmm phrases and main verb alone in the verb phrase. 
In the noun i • •· ·, ;he modifiers arc, in both cases, determiners 
ard the hc:a.I · . •1. the verb phrase the main verb 'slot' is 
'filled' by a transi,ive vc1 llv, these forms - determiner, noun, 
etc. - arc realized by th.. fi,., dog, bit, the, man. 

I .2 Dependent clauses 

Dependent clauses in English can be red by using clauses 
(whether finite or non-finite) as parts v phrase stmcture. The 
continuation of the first line of the Valery poem (in Chapter 2, Section 
2.3) where 1111 mot is repeated (making the whole of the rest of the 
clause in apposition) provides a good example of indirect embedding 
or subordination 1; the qualifier 'slot' is 'filled' not by a word or even a 
phrase but by a clause: 

(SP 0 = 0 (NP (m h q [SP CCC C &C &CJ))] 

which might be read: 

The structure of the clause is Subject, 
Predicator, Object. 

SPO 
}t· d11:rdu: 1111 mot; 1111 mot qui soit . .. 

I 
l 

:I 

l 
l I. 
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The Object is a noun phrase ';Vith the structur_e; modi~er +. head + 
a second noun phrase (in apposition) +' quabfier. , : . . i ' ! I i • ' 

The second NP has the ~tructure ., , 
mh q '·:,. •·11ri i·. ·~ .. 
un mot qui soit. . . . . 

1 1 
. 

1 ) '· ; •' , . /.,I( q, . 

Th r~er of the no~ ~h~~ ~ a relative clause d~ which the 
e qua1 . . . i; ,, .• 

11
., , . 

qualifier has the structure: '. . . i i . . ,•. '. • 

Subject Predicator Complement ... the last two Complements being 
linked by a coordinator et (shown by &) · ; · ' ' ' 

q = S p C C C C &C &C 
qui soit... •· 1• 

1.3 Finite and non-finite clau~es ... •. 1 i' 1
\ ,. • 

The final clause of the poem (Chapter 2, Section 2.2.i) ~.~~.~?.ditions 
· ' " " · · · ·a phrase) 'provides an au moins _ (in formal surface ~tructure ~erms; . , .• ,.

1
,ti"I' Ii .. 

example of dependency using a non-fimte clause. · . . . . 
· ' 1· d ·1 en a· ·Sub1ect-The structure indicates an unrea ize ' y . 

Predicator structure before the realized Complement a~~ ~~1unct 
which is the clause: 

(SP) CA 
.~, : • 1 1 i · ~ 1 r. . ~ 

14 M d . ' "' ' '· ,, I• qi h I 
• 00 . " • I . . ., 1) ;:, l . "' 

MOOD tem of the mmmar' j:>ro"ldes ·a chain or ,~tp'F~r~ 
The sys ' •. r.1 1•1• l' .1: hich are 'realized' or 
sequence of functional postnon~ or re.anons Vf. . ! r11 '. I' , .) 

'filled' by formal items (a) at the level of the clause by phriiS~s and (b . '! 
at the level of the phrase by WPrds. Just as the clause has tts SP~~ 
structure, so too phrases have :their own structures; for the momen ' 
modifier (m), head (h), qualifier (q). . · .: .,,; 1 

The chain in the clause typically contains functions and forms such 

as: I, "' 

Subjea (S), Objea (0) and Complement .CC~, 1?J>ically 'r;1t~~~:.Y 
formal items such as nou~ phrases (NP) pllmg S, O ~~ .·. · 

Predicator (P), realized by verb .phrases (VP) 'filling' p 'slots'.' 
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Adjunct (A),' realized by odvtrbial ph~ases (AdvP) and prepositional 
phrases (PP) 'filling' A 'slots': "'1!l '· 

For example: ' , , \, 
The crew tested the atmosphere carefully 
S[NP] P[VP] O[NP] A[AdvP) 

Equally, phrases also contain chains and choices, e.g. in the NP, AdjP 
and AdvP; inodi.fier (m), head (h); 1 qualifier ( q), 'filled' by formal 
items (normally words), as in the example below, by a determiner, an 
adjective, two nominals and a prepositional phrase: 

The , excited · space · scientists·' from Earth 
NP[m (d) m (adj) m (n) . h (n) '· q (PP) ) · 

The suggested modifier- head- qualifier structures fit NP, AdjP and 
AdvP well enough but require re-definition for the other phrases in the 
case of: ' 

(1) verb phras'es as auxiliary- mairi v~rb - extender and 
(2) prepositional phrases as before-preposition-preposition com­

pleter ,with: in principle, an unlimited number of items (including 
zero) 'filling' the modifie~ (or auxiliary) and qualifier (or extender) 
c I , . ~I 

. sots.:, 1 • 

... \!. ' 

1.4 Parataxis and hypotaxis 

Logical sub-function of the TRANSITIVITY system and linkage by 
parataxis and hypotaxis; this organizes logical relations which link units 
of the same rank: phrase + phrase, clause + clause (see Section 4.2 on 
the MOOD ·systems). Two recursive systems carry these linking 
functions (de~tions in .~alliday, . op. cit., 252ff.): (1) parataxis 
including '.(a) coordination and (b). ~pposition or (2) hypotaxis (c) 
subordination.~ Examples of these, at the rank of phrase, would be: 

.,,., j' 

(a) Herny VII (and) Henry VIII (and) Edward VI (and) Mary I 
(b) The first Tudor king, Henry VII;· : .. 
(c) Th~ first [of the Tudor kings) .. ·:· · 

I ; ::J :: ,. I' 

2. Logical relationships 
The fuiidameritai relationships we make use of in this book are: 

'· ! , '••J' I, • .. 

isa1: the.relationship of eniity to dass: 

that (cat over there) is a cat 

I 

I 
I 
! 

isa2: the relationship of class to entity: 
a cat is (exemplified by) that 

Appmdix 

has-as-parts: the relationship of property to entity: 

a cat has (as parts) retractable claws 

• applies-to: the relationship of quality to e11tit)': 

cats arc aff cctionatc i.e. aff cction applies to cats 

273 

We follow the convention, in the schema we display, of not showing 
the applies-to relationship. 
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commuhlcativel 92, 103-15, 
121, 134, 157-8, 160, 163, i 

169-70, 176, 179; 183 j 

of discoUrie, su discourse . 
of use, 103-16, 119, 121, 136, · 

147, 157-8, 161, 169-72, I 

179, 194, 201, 209, 213, 225, 
244 260" ., . 

of utt~rance, 110-13 · ' 
cooperative.principle, 77, 172, 181 

see also maxims · ' · · 
cotext, linguistic see linguistic 

"· '• j 

data, see perception \ · ' · 1 , 

decoding, see communication: 
process," , ., 

deixis, see textuality: cohesive " 
relationships 1 , • 

demons, see processing: " , . 
information t: ,, . , 

denotation, Stt meaning: 
denotative. · .: 

dialect, set discourse , 1 

dictionary(ies); set meaning: word 
discoursal meaning, set meaning 
discourse, and competence, set 

competence· .: :· , : , . 
as process, 115, 117, 149, ·• i 

158-64, 166, 170, 173, 198,. 
209,214, 228, 249,251 

context of, 80,1105, 112, 
116-17, 147, 158, 161, 163, 
166, 170, 201, 209, 212-14, 
216-17 '.•' 

dialect, 8, 184, 196 
knowledge, see knowledge . ·, 
parameters, 7, 9, 58, 76, 80, 92, 

184-6, 188, 190 
domain,'xiv, xvi, 9, 37, 40, 

44, 54-6, 58, 63, 65, 68,' 
79-80, 158, 163, 186, 
190-1, 196, 203, 205, 209, 
216-77, 225-6, 229 ' 

m6de, xvi, 8-9, 5:4--6, 58, 63, 
65, 68, 80, 158, 163, 186, 
188, 190, 196, 205, 213, 

. 225-6,HJ l . . • •i 

tenor, m; 8-9, 54-6, 58, 1 I 
63-4, 68;·~0, 158, 163,. 
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169, 186, 188, 190, 196, 
205, 212, 225 

register, 8, 54, 159, 184, 196, 
203 

si~tion of, 112, 11~17, 170 
umverse of, 80, 110, 113-14, 

188 

ellipsis, see textuality 
encyclopedic, entry(ies), set 

knowledge 
knowledge, see knowledge 

enquiry, scientific su perception 
episodic memory, set memory: 

systems 
equivalence(s), semantic, 5-7, 

13-14, 19, 70, 103 
stylistic, 5-6, 14, 17-19, 98 

eveitt(s), and material process(es) 
see process(es) 
commuqicative/speech, 8, 14, 

17-19, 83-4, 110-14, 121, 
134, 136, 156, 158, 162-3, 
167, 173, 176, 178-9, 192, 

·. 249-56 ' 
exchange(s), clause(s) as 80, 118, 

223 
communicative, xiii, 15, ll l, 

. 118, 134, 136-7, 167, 181 
of ideas, see ideas, 

expert system(s), see system(s) 
expertize, see translator 

field(s), lexical, 91, 97-8, 102, 
115-16 
and collocation, 79, 97 
semantic, 97-8, 115-16, 208 

fillers, see fillers, syntactic 
Finnish, 86 
FLS, see frequent lexis store 
focus, information, see information 

text, see text 
form(s), grammaticaVsyntactic, see 

syntactic structure 
linguistic, 9, 85, 103, 108, 

110-13, 120, 136, 157, 159, 
1161, 169, 171-2, 179, 182, 
184, 187, 190, 194, 203, 206, 
213, 225, 238, 241, 243, 260 
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logical/propositional, 26, 53, 56, 
63,222, 243, 252 

text, see text 
frame(s); syntactic, see syntactic; 

frames 
French, 72, 86, 89-90, 92, 108-9, 

111, 135, 145-6, 154, 166, 
168, 187, 197, 240 

frequent lexis store, see processor: 
syntactic 

frequent structure, sec structure 
frequent structure store, sec 

processor: syntactic 
FSS, see frequent structure store 
function(s), communicative, 25, 

53, 110, 121, 123-4, 134, 139, 
141, 148, 157, 163-4, 167, 
173-4, 179, 182, 192, 204 
grammatical/syntactic, see 

syntactic 
of language: 117-18, 167, 172, 

191 
Jacobson's model, 192-5 
traditional model, 191-2 
systemic model, see 

macro functions 

genre(s), see text types 
German, 145-6, 154-5, 187 
grammar, see MOOD 

and the translator, 117, 145-7, 
154 

as system of options, 80, 116, 
119-21, 134, 141-2, 148, 
159, 162-3, 167-70, 198, 
249,252, 2M,269 

case, 167, 168, 208, 215 
systemic, xiii, xv, 52, 76, 80, 87, 

91, 96, 102, 111-2, 120-1, 
127, 129, 133-5, 141, 147-8, 
156--60, 163, 167-9, 179, 
269 

grammaticality, 28, 42, 89, 107-8, 
157, 208, 210, 224-5 

Hebrew, 132 
Hindi, 94, 109, I I 1, 113-14, 116, 

132-4 
human infonnation processing, see 

processing: information 

Index 

hyponomy, see meaning; word; 
postulates 

hypotaxis, see TRANSITIVITY 

idea(s), and words, 96-100, I 10, 
117, 213 
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exchange of, 118, 121, 137, 191 
in text, see text: content 
organiser, see translation process 

ideal, bilingual competence, see 
competence 

reader, see reader 
translator, see translator 
type, see concept(s) 

ideational, see macrofunctions of 
language 

indirect speech acts, see speech 
acts 

information, exchange see 
exchange: communicative 

focus, 113, 118, 149, 189 
grammatical/syntactic, 13, 41, 

45, 53, 56--7, 66, 76-7, 80, 
88-9, 105-6, 109, 111, 119, 
137, 141, 148, 159-60, 163, 
166, 168, 207-8, 223, 243, 
260-1 

in schemas, see schemas 
in text(s), see text: content 
in utterance, see utterance 
pragmatic/ stylistic, 37, 44-S, 

52-4, 56, 58, 64, 66, 71, 
191, 198, 258 

processing, see processing 
retrieval, see memory: recall 
semantic, 5(1, 80, I 82, 187, 

192, 223, 259, 207 
structure, 88-9, 113, 118, 167, 

245, 255-6, 260 
theory, 18 
unit(s) of, 118-119, 141, 149, 

158-160, 230, 234, 241, 
250-1, 264 

informativity, see textuality: 
standards 

insert(s), 169, 171, 224-5 
intentionality, see textuality: 

standards 
interaction(s), communicative, su 

events: communicative 
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ilorrns for see rules: community 
ground 

interactional meaning, see meaning 
interpersonal macrofunction, see 

macrofunctions 
i11tertextu2!ity, see texn1ality: 

standards 
Italian, 86, 89, 92, 94, 111, 113, 

187 

Japanese, 109, 111, 132, 133 

knowledge, coc.lc, 50, 113-14, HI, 
145, 161, 163, 166, IW-1, 
182, 195, 209-11, 230, 255-6 
C1JllCCIJIS1 240-54 
conceptual, 

categories, 106, 202, 241-3, 
254 

dass(cs), 92 
entry(ies), xvi, 48, 51, 87, 

105, 169, 191, 223, 241-8, 
250-1, 254, 256-7, 264-5 

discourse, 112-16, 161, 163, 
165-6, 168, 170, 173, 178, 
188, 196, 198, 201-2, 207, 
209, 213, 227-8, 245, 249 

cr.cydopedic, 87, 89-90, IOI, 
105-6, 141, 157, 244-5, 250, 
254-6, 261, 264 
entry(it:s), 169, 241, 244-5, 

250-1, 254, 256,264 
lexical, 168 

entry(ies), 241, 243, 244, 
254, 256, 264-5 

linguistic, see knowledge: code 
logical entry(ies), 148, 243 
semantic, 17, 37, 200-1, 208, 

211 
pragmatic, 37, 113, 201, 

209-11 
text, 36, 40, 104, 106, 114-19, 

134-5, 157, 166, 170-1, 
206-11, 221-6 

trnnslator, xv-vi, l, 17, 21, 
35-43, 76, 104, 135, 171-3, 
199, 201, 225-6, 240, 250-1 

language(s), functions see functions 
of lani,ruage 

models of, see moc.lcls 
processing, see processing 
source, see text 
target, see text 

langue, 38, 161, 172 
Latin, 109 
lexical, cohesion see tex1uality: 

standards 
entry/ies, see knowledge 
fields, see fields 
knowlec.lge, see knowledge 
scnrch mcchunism, su 

processor: syntactic 
structure, see structure 

linguistic, analysis see analysis 
competence see competence 
co-text, 103-7, 112, 136, 147, 

166, 169, 216-17, 260 
form(s), see form(s) 
sign, 85-6, 89, 95, 170, 224 
theory, xii, 38, 103, 119, 134 

linguistics, applied xiii, 28, 39, 76, 
224, 267 
macro-, 171 
micro-, 171 
sociolinguistics, 13, 197 
stylistics, 97 
systemic, see grammar 
text, 23, 104, 106-8, 158, 169, 

171, 227 
linking clauses, see tcxtuality; 

cohesive relationships 
logic, xv, 84, 117, 119 

and the translator, see translator 
LSM, see lexical search 

mechanism 
L TM, see memory systems 

machine translation, see translation 
macrofunctions of language, xvi, 

42, 77, 80, 117-60, 167-70, 
174, 193, 223-6, 264 
ideational, 123-33, 
interpersonal, 134-47, 162 
textual, 148-58 

macrosystems of grammar, see 
networks 

maxims, see cooperative principle 
prescriptive see rules 

meaning, 79-160 

l 

and ambiguity, 3, 26, 32, 64, 11 

166, 181, 192, 260 
·and concept(s), 241-8 . 1.1 
and opposition, 93-4 
and schemas, 248-56 ' · 
and semantic differential, 100-3 
as communicative value, xvi, ·-1 

41, 79, 83, 113, 137-9, 162-3, 
169, 173-4, 178, 183, 198 

as semantic sense, xv-vi, 7, 37, 
72, 79-80, 83, 103, 113-14, 
139, 173-4, 178, 183, 193, 
203, 207 

cognitive, xv, 80, 87, 98, 116, 
119-21, 123-33, 134, 157, 
162, 191, 193, 221-2, 229, 
241 

componential analysis, see 
meaning: word 

connotative, xv, 79-80, 89, 95, 
98-9, 100-3, 115, 146, 155, 
191, 193 

content of text, see text 
denotative, xv, 79, 98-9, 102,. 

109, 115-17, 186, 192-3, , ... " 
147, 163, 167-9, 207-8, ,.; i ' i 

215, 218, 221 ; i-1 
discoursal, xv, 121, 148-58, , : .. 

164-5 , 1.'.. 'I 
interactional, xv, 80, 134-47, 111 • I 

156-7, 162, ·210, 215, 217tl!' •I 

postulates, see meaning: word · 
potential, 111, 115, 117-60, ;1.! 

163 "·11 
propositional, 106, 108-9, 118, •; 

141, 173-83, 201-2, 2~12, 
215-19 . ' ... :•: 

reference theory, see meaning: 11 
word , 1:·. 

sentence, see sentence , d 
speech functional, see meaning: . 

interactional 
text, 79-80, 97, 107-8, 116,.. I• 

119, 134, 147, 161, 163, '.!L :• 

167-9, 192-4, 207-8, 1;1,J 

216-19, ~21, 225 "'' 
utterance, 80-1, 83-4, 103-171 

120-1, 134, 156-7, 162-3, 
167-70, 172-4, 178, 182-3, 
192-3 ·h· 
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word, 76, 83-106, 112, 119, 
123, 157, 162, 169,,170, 172, 
182-3, 198,· 207-8;:226 : . ' 

, componential analysis,,;xv,1 
87-90, 95-6, 109,:116-7, 
215, 218, 221· ··'.1 \(;i.; ,; 

1 dictionary, 83, 88,:91, 98, 
Wj " 157, 195 !,.,,1 _. ,otH,','•li I. :· ' • 

. postulates, 91-4 r i J ' 
antonymy, 92, 1141 ; r 
hyponomy, 91, 110, 114 

. synoymy, 92, ll•U • . 
reference theory; 79, 83-7, 
.,95,.114'. '·'· 1:1/ ,C•·j I. 

Thesaurus, 79, 95-102 
medium relationship, see ' ; i .. 

situational variables · 
memory, 254-64 " " .. 

addressing systems, see memory 
systems ,,1,. .. ,, 

and perception, t7, 62, 85, 169, 
233-4, 239, 249, 255-7, 263 

conceptual, see memory systems 
episodic, see memory systems 
long-term, see memory systems 
recall from, 62, 86, 95; 258-63 
schema(s),'see schema(s) · : 
semantic see memory syitems: 

conceptual . , ·: 1 • 

short-ternvworking, s~e memory 
systems 1 i'J\rl . .ifJ .. , ! . 

situational, see episOdic' • ·, i, ! 

systems, xvi, 14• 46,.51, 59, 
254-7 I j i 
addressing, 77, 255-8, 264 
conceptual, .SS, 89,1 95, , ' 

241-2, 250, 254-64 •f I' . 

episodic, 89, 2i9, 255-6, . 
263-4 I I ' 

long-term 44, 57, 89,• 98, ·. 1. 

157, 199, 223, 231-4,'236, 
239, 240-1, 247, 253-5, 
258, 263-4, 26~ .'.) ' i. 

short-tenn/working,'44, 57, 
187, 199, 232-3 >It .,, 

methodology of translation, see 
ttlnslation: mCthods · ;i~1 ; 
of enq~ into ~adon~ Set 

. translation· r .;,' L1l.:r 1:. •· .. 

mode, see discourse: parameters : 
l l~; ~ 
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··l '11 

model(s) ·~a imalogy(ies), 19, '. ' 
23-6, 29,,48, 57-8, 168, 214, 
224-5; 233-9; 254, 257 ' I 
and scientific enquiry, see 

perception . : ' 
and theory, xiii, xiv, xv, xvi, 19, 

25-8,1119, 134, 235 
ofcomntunication,14-15,17-20, 

38, 137 
oflanguage, 4S, 80, 85-7, 

119-122, 134, 136, 141, 
183-4, 191-2, 196, 198, 204, 
222-224, 229-40 : 

of proces5 of translating, xvii; 
19-21;23-6,35-76,45-57, 
84, 119,·161, 163, 191,. ' 
229-31 I ' 

of recall from memory, see 
memory ,.,.,. ·.ii 

of text processing, see 
processing : · ' · 

monolingual communication, see 
communication 

MOOD,. xv; 44, 47-8, S2-6, 66, · 
71, 109, 111, 121, 133-5, 1S8, 
160, 162-3, 16S, 168, 170, 
173, 175-6, 189, 19S, 207, 
222-3,2SO, 269, 271-2 

network(s), see grammar · 
and also MOOD, THEME, · 

TRANSITIVITY 
nucleus, see speech act(s) 

opcrator(s); see speech act(s) · t · 
options, clause, see clause · · : '' · 

grammar as system of options, 
see gmmmar · 

phrase, see phrase 
paradigmatic, see syntactic: . 

choice . · , . 
Sr¥ .also MOOD, THEME, 

TRANSITIVITY 
paradigmatic axis, see syntactic 

structure11:,,1· !. · l · ·' •'. ·.' 

parataxis, see TRANSITMTY·• 
parole, 38,i 107-8 
perception, xii, 12S, 232, 237, · 

241, 2S4, 264 ' 

f; 
.and cognition, 12S, 232, 23S, · 

241, 254 
and phenomenon/a, 24-6, 
I 86-7, 98, 112, l\S, 117, 

12S, 167-8, 170, Z3S, 242, 
2SS-64, 

and scientific enquiry, IS-17, 
i. 22-33, 112, 114, 163, 167, 

.:. 169, 232, 237 
components; 

'aggregate(s), 15-17, 23, 
J, 112-14, 1S8, 163, 167, 

169, 232, 237 
data, 23-4, 27, 34, 39-40, 

47, 60, 62, 80, 87, 144, 
ISi, 21S, 224-6, 230-S, 
240, 2SS-7, 261-4 

model, 23, 27 
system, 23 

i theory, 23, 27, 34 , 
and sensation, 87, 12S, 230-5, 

239 
and memory, see memory 

phenomenon/a, /tt perception 
philosophy, SS, 173, 191 
phrase, options 135-6, 141-2, · 

148, 169, 207, 209 
structure(s), 136, 143-4 

Polish, 109, 111 
Portuguese, 133, 134 
pragmatic, information see 

information 
knowledge, see knowledge 

· processor,. see processor 
problem-solving, 201, 213-14; 

226-7 
process(es), and logical relations, 

108, 119, 123-33, 209 
and schemas, see schemas 
behavioural, 125-6 
communication, see 

communication 
discourse as, see discourse 
existential, 12S-6, 130-1 
material, SS, 125-6 
mental, 12S-6 
reading, xiv-v, 20, 28, 30, 36, 

39, 40, 44-S, 51, 61-76, 
97-8, 104, If'···. 206-226 

relational, 125-6, 1 ''-3 

text as, see text 
translation, see translation 
translation as, see translation 
verbal, 125-6 
writing, 51, 71-5, 117, 160, 

165-6, 189, 198-9, 201, 206, 
211-12, 220-8 

processing, bottom-up 44, 60, 
114, 215, 220, 229 
cascaded, 44, 121, 220, 229 
information, xvi, 19, 25-6, 40, 

44, 62, 85, 87, 99, 122, 
199, 201, 215, 221-6, 229, 
230-40, 242, 249, 255-64 

interactive, 44, 122, 229 
language, 120-1, 144, 167, 183, 

191, 198, 221-224, 229, 264 
schemas, see schemas 
skills, xvi, 36, 196, 201, 

210-26, 230 
text, xvi, 19, 26, 35-6, 44-5, 

51, 76, 120, 171, 175, 
201-27, 235 

top-down, 44, 60, 114, 215, 
220, 229 

processor(s), see also translation: 
process 

pragmatic, 44, 53-4, 58-9, 71, 
73, 191 

semantic, 44-6, 52-3, 59-60 
syntactic, 44-5, 51, 60, 84, 168 

frcquenl lcxis slorc, 41, 44, 
51 

frequent structure store 44 
47-8, 51, 135, 143-5', ' 
150-1, 154, 157, 166, 168, 
223-4 

lexical search mechanism 44 
51, 168 ' ' 

parser, 44, 47, 49, 57, 60, 
65, 73 

text, xvi, 36, 196, 201, 210-26, 
230 

product, text as srr lext 
translation as, ue translation 

proposition(s), ll'V, 17, 26, 36, 
53, 60, 64, 73, 80-1, 93, 103, 
106-27, 129-30, 133-6, 140-1, 
146-8, 155-7, 163-4, 166-70, 
172-4, 178, 193, 202, 205, 
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207,223-4, 227-8,252 
protolype{s), see concept(s) 
purpose, of text, see text 

of translation theory, 12, 22 
of writer, sre speech act(s) 

reader(s), 51, 60-8, 98, 103-5, 
llS, 123, 147, 162, 182, 
206-226 
as addressee(s), 83, 105, 107, 

184, 187, 192-5 
as receiver(s), 106, 113, 117, 

119, 136, 140, 145, 154, 158, 
160, 166 

ideal, 213, 225 
reading, definition 229, and .1ee 

process 
recall from memory, see memory 
receiver, see reader 
reference, theory, see meaning 

endophoric, see textuality: 
standards: cohesive 
relationships 

exophoric, see tcxtuality: 
standards: cohesive 
rclationshps 

register, see discourse 
relevance, see textuality: standards 
rhetoric, 84, 120, 165, 167 

and logic, 117, 119, 120 
and the translalor, 117, 156--8, 

166 
roles, see TRANSITIVITY 
rules, code, 12, 40-2, 112 

community ground, I U, 175-<1 
constitutive/ descriptive, I 0, 12, 

14, 31, 39, 76 
grammatical, 6, 40-2, 105, 107, 

112 
normative/regulative, xii, 11-2, 

14, 27, 31-2, 42-3, 76 
of translation, xii, I 0-2 
speech act, see speech acl(s) 

Russian, 72, 86, 132-J 

schema(s), 51, 61, 68, 71, 74, SJ 
113, llS , 
and concepts, 250-4 
and meaning, 248-54 
and memory, 248-53 
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science(s), 23, 33 
cognitive xiii, 13, 39, 51, 60, 

76, 203, 221, 230, 233 
human, IO, 28, 32, 216 
life 3, IO 

semanlie, 
analyser/ analysis, see analysis 
differential, see meaning 
distinctive features, 87-91, 95 
el1uivalence(s), see 

equivulenec(s) 
fields, see fields 
information, see information 
knowledge, see knowledge 
memory see memory systems 
processor, see processor 
representation, see translation 
sense, st·e me•ming as semantic 

sense 
synthesis/synthesiser, 45-6, 

59-60, 73 
translation, see translation: types 

semantics, xv, 6, 26, 33, 40, 77, 
79, 87, 95, 103-6, 209, 227 

sender, su writer 
~ensation, see perception 
sense, see meaning as semantic 

3ense 
sentence(s) and concept(s), 

103-16 
and speech acts, 173, 175, 178 
and texts 162-3 
as token, 106, 109, 149 
as type, 106, 109, 148 
cleft, 154, 157-8 
garden-path, 222 
meaning, xv, xvi, 7, 76, 79-80, 

83, 93, 98, 103-15, 178, 199 
:>tructure, 41, 118, 121, 134-48 

sign, see linguistic 
SIS, see sensory information store 
situation(s), and conceptual 

memory, see memory systems; 
and episodic memory, see 

memory systems 
communicative, see events 
of discourse, 110, 159, 167, 

170, 202 
of utterance, 80, 110-15, 127, 

145, 166 

situational memory, see memory: 
episodic 

variables, see sociolinguistic 
variables 

situationality, ue relevance 
skills, see processing: text and 

translator 
slots, syntactic, see syntactic 
SL T, see source language text 
social knowledge, see knowledge, 

prngmutic 
sociolinguistic, competence, see 

comptence 
variables, 7-9, 185-96 

addressee relationship, 186-8 
functional relationship, 190-5 
medium relationship, 188-90 
SPEAKING, 212-13 

sociolinguistics, see linguistics 
sociological variables, see 

sociolinguistic variables 
source language text, see text 
Spanish, 133-4 
speech act(s), xvi, 1, 5, 7-8, 19, 

42, 44, 53-6, 64, 71, 76, 107, 
118, 134, 137, 141, 148-50, 
162-4, 167, 172-83, 189, 
191, 194, 196, 201-2, 208-11, 
215-19 
and writer's purpose, 8, 41, 53, 

179, 201, 212-13 
c<>-0perative principle, 181-3 
illocutionary force, 149, 169-75 
indirect, 106, 165, 174, 178-9, 

181, 183, 270 
propositional content, 149, 174 
rules, 176-8 
text as macro-speech act, 211 
types, 173-4 

speech, community, 48, 83, 94, 
98-100, 102, 112-13, 117, 178, 
184,243 
event(s), see event(s) 
situation, see event 
versus writing, 8, 14, 31, 147, 

151, 162, 184, 188-90, 195, 
224 

standards of textuality, see 
textuality 

stereotype, see concept(s) 

STM, see short-term memory 
structure(s), analysis see analysis 

clause, see clause 
code, see code 
information, see information 1 ; · : 

of FSS, 135, 1'1-3, 223 1. 

of knowledge, 230, 264 
of language(s), 85, 89, 161 
of memory, 85, 110, 255-6' 
phonological, 150, 243 
phrase, see phrase · 
propositional, 108-9, 119, 127, 

129-30, 134, 165-6, 183, ' 
209, 217 

sentence, see sentence 
stylistic, 68, 71 · 
surface, 130, 188, 223 
syntactic, see syntactic structure · 
text, see text r 

style, 9, 59, 92, 123 
stylistics, see linguistics 
synonymy, see meaning, word, 

postulates 
syntactic, analysis, see analysis 

fonn(s), see syntactic structure 
frame(s), see syntactic structure 
function(s), see ~tactic 

structure 
information, see information 

· insert(s), see syntactic structure 
processor, see processor 
slots, see syntactic structure 
structure, 97, 108-9, 123,1130, 

137-8, 149, 151, 153-4, 162, 
166, 184, 202-3, 207-8, 217, 
272 
form/paradigmatic axis, 

133-4, 139, 141-2, 147-8, 
159, 163, 243, 260-1, , . 
269-71 I 
choice, 52, 79-80, 97, .1. 

107-8, 116, 119, 123, 
133-4, 141-2, 147-8, 
155, 163-4, 167-9, 188, 
207-8,250,269 

fillers, 52, 141, 144, 151, 
148; 250, 269 

insert(s), 169, 171, 224-5 
function/syntagmatic axis, 80, 

131, 133-4, 139, 141-2, 
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147-8, 155, 159,,162-3, 
243, 265, 271 '" ! ·.1 • 

chain, 52, 80, 97,• 135, 
.. 141-2, 148-9,:160, 

163-4, 17~1. 207, 213, 
' 250, 269, 271::. ;,1, , ... i 

· frame(s), 17~1,•'1213, 249 
Slots; 52, 109, 135-6, ~.' 

.• 141-3, 11s.,.50~1 ,.,y 
syntagmatic, see syntactic :structure 
synthesis, see transladon; process 
system(s), see perception """ also 

language· I . " · !. 
addressing, see memory systems 
communication see:.i·, n: 1. 

·communication · \ 1 ·•• i 
expert, see translation: computer 

assisted ' ; ,; 1 ! " 
information processing see, 

processing: information 
long-term memory, see memory 
short-term memory, see memory 

systemic, see grammar and . i · 

linguistics 
,I' 

I 

target language text, see text , 
tenor, see discourse .. ii· ;.·:,. 
text(s), 83, 117 :• , · J • 

analysis, see analysis 1 , . 1 ; . 

and discourse, 80, 149, 161-96 
and non-text, 16'4 1•i,I'.:, . 
as data, 39, 60, 253i ,11.: i 
as process, xiv; 13-14, 22, 26, 

28, 32, 38-9, .196 1 .• L 
as product, xiv, 13-l4.~ 22, 26, 

28, 32, 38-,.9, 149,1196 " 
as macro-speech act(s) 211 
cloze, 208 : . " di· ' 
content, 37, 79-80, 97, 107-08, 

116, 119, 134, 147, 163, 
167-9, 207-8, 22~3. 226, 
230, 250 . . . d I 

focus, 171, 192-4, 204-5, 210, 
·. 221 ! •. 1:. 

forms, see text types i: .. :l., 
knowledge, see knowledge 
linguistics, see linguistics 
organization, see structure: text 
processing, see proce~g 
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purpose, of 7-8, 52-5, 58, 
6~,68, 72, 123, 167 

sample(s), 68, 204-6 
source language, 13, 20, 40-5, 

60-70, 146, 155 
structure, 113, 12(}-3, 126, 

149-50,211,216,245, 
251-2: I , ' 

target language, 13, 20, 39-40, 
58, 60-1, 71-5, 146, 155 

world, set world 
text-type(s), xvi, 5, 36, 40, 44, SS, 

58, 63-4, 66, 71, 76, 201, 205, 
·210, 226 ; . 
and genre(s), 41, 76, 113-16, 

159, 171, 195, 202-3, 213, 
253·'>' :· i ' 

forms, 204-6 
samples; 68, 204-6 · . .,, 

text-typology(ies), xvi, 8, 44, 
201-6 1 

functional, 203-4 
formal,' 203 · · 

textual macrofunction of language, 
stt macrofunctions 

textuality, 19 
standards of, 80, 163-71 

acceptability, 158, 164, 
167-8, 17(}-l, 174, 209 

coherence, 28, 37, 41, 121, 
. 162-5, 167, 171, 214 

cohesion, 28, 37, 41, 121, 
150, 155, 158, 159, 162-9, 
171, 207, 210 
cohesive relationships, 
' 1'163-4, 167, 169, 272 
''. ellipsis, 165-6 · 

; ; junction, 165-6 
'lexical cohesion, 28, 37, 

'I 41, 159, 162-9, 171, 
1201, 210 . l 

reference/deixis, 111, 
145, 165 

'' · ~endophoric, 156 
1 . exophoric, 156 

substitution, 165-6 .. 
informativity, 164, 167-9, 
"171 

intentionality, 164, 167, · 
id71, 174, 209 

intertextuality, 164, 167, 
17(}-1, 202 

relevance, 97, 145, 153, 
167-72 

THEME, xv, 44, S<IL-6, 58, 63-4, 
66-7, 80, 121, 148-71, 
analysis, stt analysis 

, and comment, 97, ll 0, 112, 
130-1, 160, 162-3, 165-6, 
176, 216-19 

and topic, 106-7, 113, 115, 
117, 123, 146, 154, 159-60 

marked, 73, 152-4, 157-8 
rhetoric and the translator, stt 

translator 
thematization, 15(}-j 
unmarked, 151-2 

theory, xii-v, xvii, 9-10, 84, 87-8, 
. 9CH, 103, 116, 119, 134 
'' and analogies, 19, 23..:.6 
· and methodology, 28-31, 61 

and models stt model(s) 
. and S"Cientific enquiry, set 

perception 
definition, 4-6 
information, stt information 
of translation xii-iii, 4-5, 12-13, 

21, 26, 28, 60, 80, 87, 95, 
98, 123, 134, 161, 172, 186, 
192, 201, 203, 207, 213, 221, 
225-6, 263, 267 

requirements for, 26-8 
reference, set meaning: word 
linguistic, stt linguistic 

Thesaurus, stt meaning: word 
TL T, stt target language text 
token, stt sentence and utterance 
TRANSITMTY, xv, 44, 53-4, 

56, 64, 121, 123-33, 134-5, 
160, 162-3, 168, 170 
circumstance(s), 11, 53, 80, 

111-14, 116, 119, 124-5, 
127-31, 133-5 

. logic and the translator, stt 
translator 

processes, stt processes 
roles, see roles 
sub-functions, 

hypotaxis, 66, 272 
parataxis, 66, 272 

translation/translating, 79, 84, 86, 
9(}-1, 96, 98, 102-3, 107-9, 
111, 113, 115, 117, 120, 122, 
13(}-5, 146, 155, 166, 168 
and applied linguistics, 1-78 
and meaning, 79-197 
and text, 199-266 
as art, 4-6 
as craft, 4-6, 33 
as process, xiv, 12-14 
as product, xii, xiv, 12-14 
as science, 4-6 
Bible, 5 
computer-assisted/ expert 

systems/machine, xii, 39-41, 
263 

definition, 5-14 
literary, 4, 32 
methodology of investigation, 

21-33, 38 
methods, 7, 61, 107 

free, 7, 70, 79, 119, 165-6 
literal, 7, 70, 107, 157 

process, xiii, xv, xvi, 12-14, 
2(}-9, 35-76, 79, 119, 161-3, 
173, 176, 229-30, 235, 252, 
263 
see also processor 

stages, 
analysis of SL T, 45-57, 

61-8 
pragmatic, 44-5, 

53-6, 60, 63-4, 
66-7, 73, 201, 211, 
253 

semantic, xv, 45, 47, 
49, 53, 56-7, 60-8, 
73,116-17 

syntactic 45-52, 62, 
79, R4, 108-9, 115, 
135-6, 171 

idea organization, 44-5, 
57 

planning, 45, 57-8 
synthesis of TLT, 

58-61, 71-5, 201, 
219, 226, 231 
pragmatic 58, 71, 73, 

191 
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semantic 45, 60, 71-3 
syntactic 45, 57, 60, 

73 
rules for, see rules 
semantic representation, 20, 

56-8, 61, 63, 65, 67, 69, 71, 
74, 98, 109, 120, 173, 178, 
183, 191, 212-14, 229, 252 

theory, see tl1eory 
types, 70, 107 

communicative, 70 
semantic, 70, 107 

unit of, 29, 161 
translator, 4-13, 38, 51, 79, 83, 

85, 87, 88, 90-2, 94, 96, 98, 
102-3, 109-17, 123, 129, 
130, 131, 134, 135, 136, 140, 
145-6, 148, 153-6, 161, 165, 
174, 176, 178-9, 183, 186, 
198-9, 206, 225-7, 232, 240, 
251-2, 267 
as bilingual, 15, 37-8, 87 
as focus of investigation, 43 
as reader, see process(s): reading 
as writer, see proccss(s): writing 
Bible, 5 
competence, see competence 
definition, 8, 14-21 
expertize, 27, 39, 40 
grammar and, see grammar 
ideal, 38-9, 42 
ideal bilingual competence, see 

competence 
knowledge, see knowlcd~e 
literary, 4-5 
logic and, 117-20, 129-JJ 
rhetoric and, 117, 156-8, 166 
skills, xv-vi, I, 17, 22, 32, 

35-7, 4(}-1, 43, 76, 171, 171. 
201, 225-6, 267 

training, 3, 14, 22, 36-7, 41, 
43, 203, 227, 267 

Trivium, J 19 
Turkish, 89, 132, 133 
type(s), clause, see clause 

ideal, see concept(s) 
sentence, see sentence 
proposition(s), see proposition(s) 
versus token, 113, 204 
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unit(s), of information, see 
information 

of translation, see translation 
structural, see structure: 

syntactic 
universe, of discourse, see 

discourse 
Urdu, 94, 109, I I I, I 13, 132-4 
uncrancc(s), 90, 117, 136, 148, 

152, 189, 195, 202, 205, 227-8 
as token(s), 106-7, 109, 111, 

113, 115 
context of, see context 
situation of, see situation 
information in, 106, ll 1, 113, 

I 15-6, I 18, 136, 145, 148, 
154, 156, 158, 169-70, 179, 
182-3, I 89, I 93, 228 

meaning, see meaning 

value, communicative, see 
meaning: communicative 

value 
social, see meaning; 

communicative value 

variation, sociolinguistic, see 
sociolinguistic variables 
stylistic, I, 9, 54-6, 76, 123, 1 

162-3 
in use, see discourse :register 
in user, see discourse:dialect 

word, meaning see IJ!eaning 
world, real, 80, 165-7, 170-1, 

193, 213 
text, 80, 105-6, I 15-17, 121, 

123, 164-7, 169-71 
writer(s), 83, 102-8, ll3, ll 5, . 

137, 146-7, 155-6, 171, 212-13,1 

230 
as addresser, 184, 192 
as sender, I 18, 158, 160 ! 

writing, 44, 157, 184, 186, 188, 
190, 219, '1' 
definition, 230 · , 
process, 51, 71-5, ll7, 160, I 

165-6, 189, 198-9, 201, 206, I 
211-12, 220-8 l 

I 

~,·ste livro foi comprado na livraria 

------········------
Nome da livraria 

por n ,, ··---···-··-··-··-··-··-···-· e faz 

( .... __: ......... ________ ............. ) 
purte d11 ~~ fn re1a 111.0 

L__de ... ___ ::~.~-: ______ /_ ............ . 
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